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Quaternion-based dynamics of geometrically

nonlinear spatial beams using the

Runge-Kutta method
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Abstract

The rotational quaternions are the unique four dimensional representation of ro-
tations in three dimensional Euclidean space. In the present paper on the dynamics
of non-linear spatial beams, they are used as the basic rotational parameters in for-
mulating the finite-element approach of geometrically exact beam-like structures.
The classical concept of parametrizing the rotation matrix by the rotational vector
is completely abandoned so that the only rotational parameters are the rotational
quaternions representing both rotations and rotational strains in the beam. Because
the quaternions are the elements of a four dimensional linear space, their use is an
advantage compared to the elements of the special orthogonal group SO(3). This
makes possible, e.g. to interpolate the rotational quaternions in a standard additive
way and to apply standard Runge-Kutta time integration methods. The present
finite-element realization of such a quaternion-based beam theory introduces some
further ideas including the use of collocation, the weak form of the consistency
equations and the symmetrically integrated boundary conditions which enhances
the accuracy or efficiency of the solution and avoids the differential-algebraic type
of the discretized governing equations often met in classical formulations. The main
advantage of the proposed dynamics formulation is probably its simple implementa-
tion into the standard Runge-Kutta procedures. Thus several benefits of the Runge-
Kutta methods such as the absence of the analytical linearization of the discrete
governing equations, the local error control and the adaptive time steps are auto-
matically incorporated in the present procedure.
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three-dimensional rotation, quaternion, Runge-Kutta method.
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1 INTRODUCTION

In 1986 Simo and Vu-Quoc [29] introduced the first consistent Galerkin-type
finite-element formulation of the geometrically exact spatial Reissner beam
model. They employed the rotational vector for the parametrization of rota-
tions and used the displacement and rotational vectors as the primary un-
knowns that needed to be interpolated. Since then a number of innovative for-
mulations have been proposed, which differed in the choice of the parametriza-
tion of rotations or in the choice of primary unknowns. For example, Simo et
al. [29]–[32], Bottasso and Borri [4], Gosh and Roy [6], Jelenić and Crisfield
[17] employed the rotational vector and the displacements as the primary
unknowns; Ibrahimbegović [10], [11] introduced a special rotational vector
characterized by its additivity; Betsch and Steinmann [3] used the director
triad with constraints; Zupan et al. [37] based their implementation on the ro-
tational quaternion; Jelenić and Saje [16] used the rotational vector as the only
primary unknown, so that no interpolation of displacements was needed; a for-
mulation where the only primary unknown was the rotational strain measure
(the pseudo-curvature) was proposed by Zupan and Saje [34]; their formula-
tion was later on extended to the spatial beam finite element based on the full
set of beam strain measures [35].

The fundamental problem of the parametrization of rotations with the rota-
tional vector, particularly in the dynamic analysis, is the singularity of the
Rodrigues formula at discrete values, resulting in the singularity of the oper-
ator between the rotational vector and the angular velocity. For a long-time
dynamic response, one cannot avoid such singularities [36], unless an appropri-
ate time step is used. In contrast, the quaternion parametrization of rotations
completely avoids the singularity problem. The use of rotational quaternions in
beam and multibody theories has been mostly limited to construct numerically
stable and efficient local computational algorithms that avoid singularity prob-
lems and accelerate computations (see, e.g. [6], [9], [14], [20], [23], [27], [31]).
Zupan and Saje [36] studied the effect of the choice of the parametrization
of rotations when integrating rotations from angular velocities using various
methods. They have shown that the quaternion parametrization gives more
accurate results at the similar computational demands.

The quaternions have only very recently been implemented as the primary un-
knowns in the static finite-element analysis of the geometrically exact three di-
mensional beams by Zupan et al. [37] and in the dynamic analysis based on the
finite-differences discretization by Lang et al. [22]. Promising results obtained
in the above papers motivated us to start formulating a new, quaternion-based
finite-element dynamic formulation. As in [22] and [37], we fully abandon the
rotation matrix concept and introduce the four-dimensional rotational quater-
nions as the rotational unknowns of the problem. Thus not only the local com-
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putational algorithms for the rotational vector extraction from the rotation
matrix as in, e.g. [30], but also the dynamic equilibrium equations of the beam
are written in terms of the quaternions. The strict use of quaternions results
in the equations that differ from those found in the classical rotational vector-
based beam formulations. The present space discretization procedure is much
alike, but not equal to the one presented in [37], and employs the weak con-
sistency equations at the collocation points as the governing equations of the
problem. The formulation employs displacements and rotational quaternions
as the interpolated unknowns.

The standard time integrators, including those from the Runge-Kutta families
are not appropriate to be used on the special orthogonal group of rotations [32],
[36]. In contrast, they are well suited for use, if the rotation is described in the
linear four-dimensional quaternion space. In the present paper, the standard
Runge-Kutta solver based on the TR-BDF2 method as implemented in Matlab
[25] has been used and combined with the present finite-element formulation.
Several advantages, such as the local error control and the related adaptive
time steps, are standard elements of the solver. The validity of the present
formulation is demonstrated by several numerical examples.

2 GEOMETRY OF THE THREE-DIMENSIONAL BEAM

The mathematical model of the three dimensional beam consists of the line
of centroids, termed the beam axis, and the family of cross-sections, Fig. 1.
It is found convenient to introduce two bases: (i) a fixed orthonormal ba-
sis Bg = {⇀

g1,
⇀
g2,

⇀
g3} which, together with a fixed reference point O, defines

the global coordinate system (X,Y, Z), and (ii) a local orthonormal basis

BG =
{⇀

G1,
⇀

G2,
⇀

G3

}
. The local basis changes with time and depends on the

position of the beam axis in space; together with the reference point on the
line of centroids it defines the local coordinate system (ξ, η, ζ). An arbitrary
configuration of the three-dimensional beam at time t is uniquely described
by the position vector

⇀
r (x, t), x ∈ [0, L], of the line of centroids and by the

family of cross-sections A (x, t). Here, x is the arc-length parameter of the
beam axis in the initial configuration. The family A (x, t) is related to the
reference cross-section Ar placed in plain Y Z with O being its centroid, and
to the family of rotations R (x, t) that map Ar into A (x, t):

R (x, t) : Ar → A (x, t) .

The rotational operator R (x, t) also represents the connection between the
global and the local bases
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R (x, t) : Bg → BG
⇀

Gi=R⇀
gi, i = 1, 2, 3.

We further assume that the cross-sections are rigid, thus conserving their shape
during deformation. Therefore the local base vectors

⇀

G2 and
⇀

G3 are spanning
the plane of the cross-section A and

⇀

G1 is its normal vector. Because the
family of the local base vectors BG changes with time, we will also use the
term moving basis.

An arbitrary vector,
⇀
a, can be expressed with respect to either of the two

vector bases

⇀
a = ag1

⇀
g1 + ag2

⇀
g2 + ag3

⇀
g3 = aG1

⇀

G1 + aG2

⇀

G2 + aG3

⇀

G3. (1)

The components in (1) may also be represented by one-column matrices with

three components, a =
[
ag1 ag2 ag3

]T
or aG =

[
aG1 aG2 aG3

]T
, where a is

the one-column matrix description of a vector
⇀
a with respect to the fixed basis.

aG denotes its one-column matrix description with respect to the moving basis.
Operator R (x, t) is a linear operator. Its matrix representation is obtained by

expressing local vectors
⇀

Gi as the linear combination of the fixed base vectors
{⇀
g1,

⇀
g2,

⇀
g3}:

⇀

Gi = R1i
⇀
g1 +R2i

⇀
g2 +R3i

⇀
g3, i = 1, 2, 3 (2)

R = [Rji] , i, j = 1, 2, 3.

Inserting (2) into (1) gives the matrix relationship between the two one-column
representations:

a = RaG. (3)

O

3
2

1

G

h

G

X

Y

A
r

A

Z 2

3
r

( )x t,

( )x t, G1( )x t,

*

**g g

x =0

x L=

g

**
*

*

xz

Fig. 1. Model of the three-dimensional beam.
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3 QUATERNION PARAMETRIZATION OF ROTATIONS

The rotational operators and rotational quaternions have been described in
many publications, see, e.g. [1], [11], [33]. Here only fundamentals of the
quaternion algebra will be introduced. For further mathematical details, please
consult the monographs by Poreous [26] and Ward [33], and papers by Zupan
and Saje [36] and Zupan et al. [37] where the application of the rotational
quaternions in the beam theory is given as well.

Quaternions are elements of the four-dimensional Euclidean linear space IR4.
To distinguish the quaternion (i.e. the four dimensional vector) from the three
dimensional vector, we use a hat over the symbol, for example

â=
[
a0 a1 a2 a3

]T
∈ IR4 (4)

a=
[
a1 a2 a3

]T
∈ IR3.

In quaternions it is a standard practice to separate one dimension from the
other three introducing a new notation as

â = a0 +


a1

a2

a3

 = a0 + a. (5)

From (5) it is obvious that a0 can be interpreted as the scalar and a as the
vector part of the quaternion. The set of quaternions, here marked by IH, with
elements as defined in Eq. (5), inherits all the operations of IR4 (summation
â+ b̂ = (a0 + b0)+(a+ b), the scalar multiplication λ (a0 + a) = λa0+λa for

λ ∈ IR, the dot product â·b̂ =
3∑

i=0
aibi, the Euclidean norm |â| = â·â, etc.). We

further introduce in IH a special operation called a quaternion multiplication,
defined as

â ◦ b̂ = (a0b0 − a · b) + (b0a+ a0b+ a× b) , (6)

for any â, b̂ ∈ IH. With such a definition of the quaternion product, the space
of quaternions IH becomes a non-commutative associative algebra over IR. The
three-dimensional Euclidean space IR3 is a linear subspace in IR4 and, thus, a
linear subspace in IH:

a ∈ IR3 =⇒ 0 + a ∈ IH.

Any orthonormal basis Bg = {⇀
g1,

⇀
g2,

⇀
g3} in IR3 can be extended to the or-

thonormal basis Bĝ = {ĝ0, ĝ1, ĝ2, ĝ3} in IH by the following procedure
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ĝi =0 +
⇀
gi, i = 1, 2, 3 (7)

ĝ0 =1 +
⇀

0 = 1̂.

The quaternions with a zero scalar part, 0 + a, are called pure quaternions
and can be identified with three-dimensional vectors. Finally, we introduce
a conjugated quaternion, â∗ = a0 − a, where the sign of the vector part is
changed.

It is of an utmost importance to understand how the quaternions substitute
standard rotation matrices. Let us assume that the rotation is described by
the angle of rotation, ϑ, and by the unit vector of the axis of rotation, n. LetR
denote the corresponding rotation matrix, representing a linear transformation
(rotation) in IR3:

y = Rx. (8)

Its quaternion representation in IH reads

ŷ = q̂ ◦ x̂ ◦ q̂∗ = ϕL (q̂)ϕR (q̂∗) x̂, (9)

where x̂ and ŷ are pure quaternions

x̂=0 + x

ŷ=0 + y,

matrices ϕL (q̂) and ϕR (q̂∗) are the component forms of the linear opera-
tors of the left and the right quaternion multiplication composed from the
components of the quaternion q̂, and

q̂ = cos
ϑ

2
+ n sin

ϑ

2
(10)

is a unit quaternion, |q̂| = 1, called the rotational quaternion, see [36] or [37]
for further details. Note that the rotational quaternion (10) consists of pure
geometrical quantities ϑ and n, and thus has a firm geometrical meaning.

When the rotation is position- and/or time-dependent, R = R (x, t), the ro-
tational strain vector,

⇀
κ, and the angular velocity vector,

⇀
ω, are the measures

of the rate of change of rotation with respect to x and t, respectively. Both
quantities can be expressed with the rotational quaternions via relations

κ̂=2q̂′ ◦ q̂ ∗ (11)

ω̂=2
·
q̂ ◦ q̂ ∗. (12)

The derivation of Eqs. (11)–(12) is straightforward and can be found in [33] and
[37]. Note that both the rotational strain quaternion κ̂ and the angular velocity
quaternion ω̂ are pure quaternions with the vector part being identical to the
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standard rotational strain vector and the angular velocity vector, respectively.
When expressed with respect to any basis, relations (11)–(12) preserve their
simple forms:

ω̂ = 2
·
q̂ ◦ q̂ ∗ κ̂ = 2q̂′ ◦ q̂ ∗ (13)

ω̂G = 2q̂ ∗ ◦
·
q̂ κ̂G = 2q̂ ∗ ◦ q̂′. (14)

The angular acceleration quaternion is the rate of change of the angular ve-
locity quaternion with respect to time:

α̂ =
·
ω̂ = 2

··
q̂ ◦ q̂ ∗ + 2

·
q̂ ◦

·
q̂ ∗. (15)

The angular acceleration quaternion is also a pure quaternion whose vector
part is identical to the standard angular acceleration vector.

4 RUNGE-KUTTA METHODS

The Runge-Kutta methods are widely employed in solving systems of ordinary
differential equations [5], [7]. They were developed to integrate numerically the
initial value problem given by the system of the ordinary first-order differential
equations and the initial values

·
y = F (t,y) , y (t0) = y0. (16)

The general scheme of the Runge-Kutta methods is given by

Y i (t+ cih) = y +
s∑

j=1

aijF (t+ cjh,Y j (t+ cjh))
s∑

j=1

aij = ci

Y (t+ h) = y +
s∑

j=1

bjF (t+ cjh,Y j (t+ cjh))
s∑

i=1

bi = 1,

where i = 1, 2, ..., s, and s is the number of stages, while aij, bj and ci are
the given numerical coefficients which determine the particular member of the
Runge-Kutta family. It is well known that most Runge-Kutta methods are not
efficient for very stiff problems. Because the equations governing the dynamics
of non-linear structures might be stiff even for relatively simple problems, the
choice of the particular member of the Runge-Kutta family is crucial.

In the present paper, the second-order Runge-Kutta method ode23tb, as im-
plemented in Matlab [25], has been used. ode23tb is the implementation of
the combined trapezoidal rule and the backward differentiation formula, and
is known as the TR-BDF2 method [8]. The Butcher array [5] of this method
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reads

0 0 0 0

τ d d 0

1 w w d

w w d

1−w
3

3w+1
3

d
3

(c1 = 0, a11 = a12 = a13 = 0)

(c2 = τ, a21 = a22 = d, a23 = 0)

(c3 = 1, a31 = a32 = w, a33 = d)

(b2nd1 = b2nd2 = w, b2nd3 = d)

(b3rd1 = 1−w
3
, b3rd2 = 3w+1

3
, b3rd3 = d

3
)

(17)

where τ = 2−
√
2, d = τ/2, and w =

√
2/4. The fourth line in (17) determines

the method of the second order formula, and the fifth one the third order
formula. The difference between the solutions obtained by the two formulae
enables us to estimate the local error. TR-BDF2 as implemented in Matlab
[25] is an attractive implicit one-step method suitable for very stiff problems.
Its suitability for very stiff problems derives from an improved local error
control procedure which, in an innovative way, considers the stiff components,
see [8] for further details. In [8] it is also shown that the method is strongly
S-stable and ‘optimal in the class of practical one-step methods’. Note that
the local error control, despite of its importance, is not a typical characteristic
of the methods used in structural dynamics. It is important to stress that the
ode23tb needs the Jacobian matrix. To avoid the analytical differentiation,
needed in evaluating the Jacobian matrix, its numerical approximation by the
finite differences is used as a standard option of the Matlab routines.

5 EQUATIONS OF THE BEAM

The complete set of the equations of the three dimensional beam consists of
the kinematic equations (20)–(21), the constitutive equations (24)–(25), the
equilibrium equations (22)–(23), and the consistency equations (18)–(19):

f 1 : N = RNC
G (18)

f 2 : M = RMC
G (19)

f 3 : r
′ = R (γG − cG) (20)

f 4 : ϑ
′ = T−1 (ϑ)R (κG − dG) (21)

f 5 : n = −N ′ + ρAr
··
r (22)

f 6 : m = −M ′ +N × r′ +RJρR
T ·
ω + S (ω)RJρR

Tω (23)

f 7 : N
C
G = CN (γG,κG) (24)

f 8 : M
C
G = CM (γG,κG) . (25)

Here, the prime (′) denotes the derivative with respect to x and the dot over
the symbol (·) denotes the derivative with respect to t. The lower index G
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denotes that the vector quantity or the operator is expressed with respect
to the local basis. When the fixed basis is used, the index is omitted. The
meaning of the notations used in the above equations is described below:

ϑ standard rotational vector with length ϑ and direction n;
S (a) skew-symmetric matrix composed from its axial vector a, S (a) b = a× b;

R rotation matrix, R = I + sinϑ
ϑ

S (ϑ) + 1−cosϑ
ϑ2 S (ϑ)S (ϑ);

N , M stress-resultant force and moment vectors at the cross-section;
CN , CM operators describing material of the beam;

γG translational strain vector (γG1 is the extensional strain, γG2, γG3 are shear
strains);

κG rotational strain vector (κG1 is the torsional strain, κG2, κG3 are the bending
strains);

cG, dG variational constants determined from the known strains, position vectors
and rotations at the initial configuration;

n, m external distributed force and moment vectors per unit of the undeformed
length;

ω angular velocity;
ρ density (mass per unit initial volume);

Jρ centroidal (mass) inertia matrix of the cross-section;
T−1 inverse of the transformation matrix T with respect to the fixed basis, where

T = I + 1−cosϑ
ϑ2 S (ϑ) + ϑ−sinϑ

ϑ3 S (ϑ)S (ϑ).

The solution must also satisfy the boundary conditions

h1 :F
0 (t) +N (0, t) = 0 (26)

h2 :P
0 (t) +M (0, t) = 0 (27)

h3 :F
L (t)−N (L, t) = 0 (28)

h4 :P
L (t)−M (L, t) = 0, (29)

where F 0, P 0, F L, P L are the external point forces and moments at the two
boundaries, x = 0 and x = L, with respect to the fixed basis. For the dynamic
analysis in the quaternion description, we need to prescribe the initial values
of the position vector, the rotational quaternion and their time derivatives at
t = 0. We will use the following notations:

r (x, 0) = r[0] (x)
·
r (x, 0) =

·
r[0] (x) (30)

q̂ (x, 0) = q̂[0] (x)
·
q̂ (x, 0) =

·
q̂[0] (x) . (31)

The details regarding the transformation of the standard rotational vector-
based equations of the static analysis into the quaternion description are pre-
sented in [37]. Here we focus only on the transformation of equilibrium equa-
tions (22)–(23), because they differ considerably due to inertial terms. Let us
introduce some further notations first!
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• Let a be a vector quantity of the beam, then â will represent its pure
quaternion extension, i.e. â = 0 + a;

• similarly, Â represents a matrix in IR4×4 of the form

 1 01×3

03×1 A

 extended

from matrix A in IR3×3;
• [ ]IR3 is the vector part of a pure quaternion, i.e. for â = 0+a, [â]IR3 = a.

Note that a skew-symmetric matrix S (a) ∈ IR3×3 when extended according
to the above definition to Ŝ (a) ∈ IR4×4, represents the standard cross-vector

product in the subspace of pure quaternions: Ŝ (a) b̂ = â × b. Note also that

Ŝ
T
(a) = Ŝ (−a) ̸= −Ŝ (a) and Ŝ (a) b̂ = Ŝ (−b) â for any vectors a, b.

The transformation into the quaternion description results in four-component
equations. In some cases, the additional component of the expanded form
represents a trivially satisfied equation (0 = 0), which has to be removed to
avoid possible singularity problems, see Eqs. (32)–(34). However, this is not the
case with Eq. (23). An additional scalar equation in Eq. (23) enables us both
to treat four scalar components of the rotational quaternion as independent
variables and to replace properly the unit norm constraint of the rotational
quaternion. The kinematical equation (21) also has a natural 4-component
replacement, see Eq. (14).

The equilibrium equations (22)–(23) are transformed in the following manner.
Eq. (22) is left unchanged as rotations do not directly appear. In Eq. (23) m
and M are expanded to pure quaternions; N × r′ is replaced with Ŝ (N ) r̂′;

the termRJρR
T ·
ω is replaced with an equivalent form q̂◦Ĵρ

(
q̂ ∗ ◦

·
ω̂ ◦ q̂

)
◦q̂ ∗,

and, analogously, S (ω)RJρR
Tω is replaced with Ŝ (ω)

(
q̂ ◦

(
Ĵρ (q̂

∗ ◦ ω̂ ◦ q̂)
)
◦ q̂ ∗

)
,

where it was taken into account that the rotation matrix can be described by
the left and the right quaternion multiplication, see (8)–(9).

After the complete set of equations of the three dimensional beam has been
put into the quaternion representation, it reads:

f 1 :
[
q̂ ◦ N̂

C

G ◦ q̂ ∗
]
IR3

−N = 0 (32)

f 2 :
[
q̂ ◦ M̂

C

G ◦ q̂ ∗
]
IR3

−M = 0 (33)

f 3 : r
′ − [q̂ ◦ (γ̂G − ĉG) ◦ q̂ ∗]IR3 = 0 (34)

f̂ 4 : 2q̂
∗ ◦ q̂ ′ −

(
κ̂G − d̂G

)
= 0̂ (35)

f 5 : N
′ + n− ρAr

··
r = 0 (36)

f̂ 6 : M̂
′
+ m̂− Ŝ (N) r̂ ′ − q̂ ◦ Ĵρ

(
q̂ ∗ ◦

·
ω̂ ◦ q̂

)
◦ q̂ ∗
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− Ŝ (ω)
(
q̂ ◦

(
Ĵρ (q̂

∗ ◦ ω̂ ◦ q̂)
)
◦ q̂ ∗

)
= 0̂ (37)

f 7 : N
C
G − CN (γG,κG) = 0 (38)

f 8 : M
C
G − CM (γG,κG) = 0. (39)

Notice again that the equations f̂ 4 and f̂ 6 represent four-component equa-
tions.

When needed, the initial values of the rotational quaternion and its deriva-
tive must be obtained from the known initial values of the rotational vector,
ϑ[0] (x) = ϑ (x, 0), and the angular velocity ω[0] (x) = ω (x, 0), using Eqs. (10)
and (13):

q̂[0] = cos

∣∣∣ϑ[0]
∣∣∣

2
+

ϑ[0]∣∣∣ϑ[0]
∣∣∣ sin

∣∣∣ϑ[0]
∣∣∣

2
(40)

·
q̂[0] =

1

2
ω̂[0] ◦ q̂[0]. (41)

Equations (34)–(39) and (26)–(29) represent a system of differential-algebraic
equations with respect to two parameters, arc-length x and time t. Not only
the kinematic quantities but also the strains and the internal forces represent
the unknowns of the total set of equations. The whole set of equations could
be solved as such, but this approach would not be computationally economic.
To enhance the computational efficiency, we reduce the number of unknowns
as follows. From Eqs. (34)–(35) γ̂G and κ̂G can be uniquely determined for
any known pair r and q̂ :

γ̂G = q̂ ∗ ◦ r̂ ′ ◦ q̂ + ĉG (42)

κ̂G =2q̂ ∗ ◦ q̂ ′ + d̂G. (43)

Considering (42) and (43) we express the internal stress resultants NC
G and

MC
G with r and q̂ as prescribed by the constitutive equations and then insert

into (32)–(33). In order to keep the terms with the derivatives with respect to

time,
··
r and

·
ω̂, as simple as possible, we here choose an alternative approach

and employ the weak (differentiated) form of the consistency equations (32)–
(33), so that N ′ and M ′ can be directly expressed from (36)–(37):

f ′
1 =

[
q̂ ◦ ĈN (γG,κG) ◦ q̂∗

]′
IR3

+ n− ρAr
··
r = 0 (44)

f̂
′
2 =

(
q̂ ◦ ĈM (γG,κG) ◦ q̂∗

)′
+ m̂− Ŝ (N ) r̂ ′

− q̂ ◦
(
Ĵρ

(
q̂ ∗ ◦

·
ω̂ ◦ q̂

))
◦ q̂ ∗ − Ŝ (ω̂)

(
q̂ ◦

(
Ĵρ (q̂

∗ ◦ ω̂ ◦ q̂)
)
◦ q̂ ∗

)
= 0̂,

(45)
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where γG and κG are given by (42) and (43), and ω̂ and
·
ω̂ by (12) and

(15). The boundary conditions (26)–(29) are solved in the strong form. The
boundary stress resultants are obtained by integrating (36)–(37):

N (0, t)=N
(
L

2
, t
)
+

L/2∫
0

n dx−
L/2∫
0

ρAr
··
rdx

M̂ (0, t)=M
(
L

2
, t
)
+

L/2∫
0

m̂ dx−
L/2∫
0

Ŝ
(
N̂

)
r̂ ′dx

−
L/2∫
0

[
q̂ ◦ Ĵρ

(
q̂ ∗ ◦

·
ω̂ ◦ q̂

)
◦ q̂ ∗ + Ŝ (ω̂)

(
q̂ ◦ Ĵρ (q̂ ∗ ◦ ω̂ ◦ q̂) ◦ q̂ ∗

)]
dx

N (L, t)=N
(
L

2
, t
)
−

L∫
L/2

n dx+

L∫
L/2

ρAr
··
rdx

M̂ (0, t)=M
(
L

2
, t
)
+

L/2∫
0

m̂ dx−
L/2∫
0

Ŝ
(
N̂

)
r̂ ′dx

−
L/2∫
0

[
q̂ ◦ Ĵρ

(
q̂ ∗ ◦

·
ω̂ ◦ q̂

)
◦ q̂ ∗ + Ŝ (ω̂)

(
q̂ ◦ Ĵρ (q̂ ∗ ◦ ω̂ ◦ q̂) ◦ q̂ ∗

)]
dx.

As observed above, the boundary values are expressed with respect to the
midpoint of the beam to conserve the symmetric form of equations. After
N

(
L
2
, t
)
= NL/2 and M

(
L
2
, t
)
= ML/2 are evaluated from the constitutive

equations, we finally have

h1 : Ŝ
0
+

[
q̂L/2 ◦ ĈL/2

N (γG,κG) ◦ q̂L/2∗
]
IR3

+

L/2∫
0

n dx−
L/2∫
0

ρAr
··
rdx = 0 (46)

ĥ2 : P̂
0
+

[
q̂L/2 ◦ ĈL/2

M (γG,κG) ◦ q̂L/2∗
]
IR3

+

L/2∫
0

m̂ dx−
L/2∫
0

Ŝ
(
N̂

)
r̂ ′dx

−
L/2∫
0

q̂ ◦ Ĵρ

(
q̂ ∗ ◦

·
ω̂ ◦ q̂

)
◦ q̂ ∗dx−

L/2∫
0

Ŝ (ω̂)
(
q̂ ◦ Ĵρ (q̂ ∗ ◦ ω̂ ◦ q̂) ◦ q̂ ∗

)
dx = 0̂

(47)

h3 : S
L −

[
q̂L/2 ◦ ĈL/2

N (γG,κG) ◦ q̂L/2∗
]
IR3

+

L∫
L/2

n dx−
L∫

L/2

ρAr
··
rdx = 0 (48)
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ĥ4 : P̂
L
−

[
q̂L/2 ◦ ĈL/2

M (γG,κG) ◦ q̂L/2∗
]
IR3

+

L∫
L/2

m̂ dx−
L∫

L/2

Ŝ
(
N̂

)
r̂ ′dx

−
L∫

L/2

q̂ ◦
(
Ĵρ

(
q̂ ∗ ◦

·
ω̂ ◦ q̂

))
◦ q̂ ∗dx−

L∫
L/2

Ŝ (ω̂)
(
q̂ ◦ Ĵρ (q̂ ∗ ◦ ω̂ ◦ q̂) ◦ q̂ ∗

)
dx = 0̂.

(49)

Eqs. (44)–(49) represent the final form of the governing equations. Note that
the present approach results in the boundary equations being the differential
rather than the algebraic equations with respect to time. In such a way we
have avoided solving the system of differential-algebraic equations.

6 NUMERICAL SOLUTION

In formulating the numerical method for the solution, primary unknowns
r (x, t) and q̂ (x, t) are replaced by a set of one-parameter functions r p (t) =
r (xp, t) and q̂p (t) = q̂ (xp, t) at N + 2 discretization points xp; p = 0, . . .,
N +1, chosen from the interval [0, L] so that x0 = 0 and xN+1 = L. It is suit-
able to introduce an interpolation of these functions with respect to parameter
x as

r (x, t) =
N+1∑
p=0

Lp (x) r
p (t) q̂ (x, t) =

N+1∑
p=0

Lp (x) q̂
p (t) . (50)

Lp (x) are interpolation functions. In the present paper, the Lagrangian poly-
nomials of degree N +1 are applied. The discretization of the governing equa-
tions needs to be performed in accord with the discretization of the unknown
quantities. Here we choose the collocation method and require that Eqs. (44)–
(45) are satisfied at N pre-selected collocation points, ηk; k = 1, . . . , N . For
the sake of simplicity and efficiency, they are taken to coincide with the in-
ternal discretization points, xk; k = 1, . . ., N . The discretization with respect
to x as described above results in a system of 7 (N + 2) second-order scalar
differential equations for 7 (N + 2) unknown components of r p (t) and q̂p (t).
As parameter x has now been eliminated by the discretization, the only in-
dependent parameter left in the discretized equations is time t. Further, we
transform the resulting system of the second-order differential equations into
the system of the first order. To this end we introduce additional unknowns –
the first derivatives of the unknown functions at points xp, p = 0, 1, ..., N +1:

v p (t) =
·
rp (t) λ̂

p
(t) =

·
q̂p (t) , (51)
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representing velocities and quaternion velocities. The interpolation of the ad-
ditional unknowns with respect to x follows directly from (50):

v (x, t) =
N+1∑
p=0

Lp (x)v
p (t) λ̂ (x, t) =

N+1∑
p=0

Lp (x) λ̂
p
(t) . (52)

In a sharp contrast to the classical approach, where the angular velocity ω
plays the role of the basic unknown, the first derivative of the rotational quater-

nion with respect to time here becomes an additional unknown. As
·
q̂ is directly

related to ω̂

ω̂p = 2
·
q̂p ◦ q̂p∗ = 2λ̂

p ◦ q̂p ∗ ·
ω̂p = 2

·

λ̂
p ◦ q̂p ∗ + 2λ̂

p ◦ λ̂p ∗
, (53)

we have no trouble to rewrite the discretized equations in terms of the cho-
sen set of unknown functions. In order to employ the standard Runge-Kutta
solvers, we need to rewrite the beam equations (46)–(49) into the following
standard form

M (y, t)
·
y = F (y, t) , (54)

where y is the vector of the unknown variables, F is the right-hand side
dependent only on t and y, and M (y, t) is the time and state dependent
mass matrix. To that end the left-hand side of the beam equations should be
expressed as the linear combination of the first derivatives, whose coefficients
form the mass matrix. After Eqs. (44)–(49) are discretized and Eq. (51) is used

along with relation (53),
·

λ̂
k
appears only in the terms q̂k◦Ĵρ

(
q̂k ∗ ◦ 2

·

λ̂
k
)
◦q̂k ∗

containing the quaternion product. To obtain the equivalent expression in
terms of the four-dimensional linear algebra, the matrix form of the left and
the right quaternion multiplication (see Eq. (9)) must be employed:

q̂k ◦ Ĵρ

(
q̂k ∗ ◦ 2

·

λ̂
k
)
◦ q̂k ∗ = 2ϕL

(
q̂k

)
ϕR

(
q̂k∗

)
Ĵρ ϕL

(
q̂k∗

) ·

λ̂
k
. (55)

The term ϕL

(
q̂k

)
ϕR

(
q̂k∗

)
ĴρϕL

(
q̂k∗

)
represents the matrix product of four-

dimensional matrices and is thus the four-dimensional matrix, which is well in
accordance with the general form (54). After considering Eqs. (51), (53), (55),
and rearranging some terms, the final form of the discrete governing equations
of the beam reads

fk′
11 :

·
rk = vk (56)

fk′
12 : ρAr

·
vk

=
[
q̂k′ ◦ Ĉk

N ◦ q̂k∗ + q̂k ◦ Ĉ ′k
N ◦ q̂k∗ + q̂k ◦ Ĉk

N ◦ q̂k∗′
]
IR3

+ nk (57)

f̂
k′
21 :

·
q̂k = λ̂

k
(58)

f̂
k′
22 : 2ϕL

(
q̂k

)
ϕR

(
q̂k∗

)
Ĵρ ϕL

(
q̂k∗

) ·

λ̂
k

= q̂k′ ◦ Ĉk
M ◦ q̂k∗ + q̂k ◦ Ĉk′

M ◦ q̂k∗ + q̂k ◦ Ĉk
M ◦ q̂k∗′

14



+ m̂k − Ŝ
(
q̂k ◦ Ĉk

N ◦ q̂k∗
)
r̂k′ − 2q̂k ◦ Ĵρ

(
2q̂k∗ ◦ λ̂k ◦ λ̂k∗ ◦ q̂k

)
◦ q̂k∗

− 4Ŝ
(
λ̂

k ◦ q̂k∗
)(

q̂k ◦ Ĵρ

(
q̂k∗ ◦ λ̂k

)
◦ q̂k∗

)
. (59)

The corresponding boundary equations are

h11 :
·
u0 = v0 (60)

h12 :
ρArL

2
·
v0 = F 0 +NC,L/2 +

L/2∫
0

n dx (61)

ĥ21 :
·
q̂0 (t) = λ̂

0
(t) (62)

ĥ22 :

L/2∫
0

2ϕL (q̂)ϕR (q̂ ∗) ĴρϕL (q̂
∗) dx

·

λ̂
0
(t)

= P̂
0
+ q̂L/2 ◦ ĈL/2

M ◦ q̂L/2∗ +

L/2∫
0

m̂ dx−
L/2∫
0

Ŝ
(
q̂ ◦ ĈN ◦ q̂ ∗

)
r̂′dx

− 2

L/2∫
0

q̂ ◦
(
Ĵρ

(
2q̂∗ ◦ λ̂ ◦ λ̂∗ ◦ q̂

))
◦q̂ ∗dx

− 4

L/2∫
0

Ŝ
(
λ̂ ◦ q̂∗

) (
q̂k ◦

(
Ĵρ

(
q̂∗ ◦ λ̂

))
◦ q̂∗

)
dx (63)

h31 :
·
uL = vL (64)

h32 :
ρArL

2
·
vL = F L −NC,L/2 +

L∫
L/2

n dx (65)

ĥ41 :
·
q̂L = λ̂

L
(66)

ĥ42 :

L∫
L/2

2ϕL (q̂)ϕR (q̂ ∗) ĴρϕL (q̂
∗) dx

·

λ̂
L

= P̂
L
− q̂L/2 ◦ ĈL/2

M ◦ q̂L/2∗ +

L∫
L/2

m̂ dx−
L∫

L/2

Ŝ
(
q̂ ◦ ĈN ◦ q̂ ∗

)
r̂′dx

− 2

L∫
L/2

q̂ ◦
(
Ĵρ

(
2q̂∗ ◦ λ̂ ◦ λ̂∗ ◦ q̂

))
◦q̂ ∗dx

− 4

L∫
L/2

Ŝ
(
λ̂ ◦ q̂∗

) (
q̂ ◦

(
Ĵρ

(
q̂∗ ◦ λ̂

))
◦ q̂∗

)
dx. (67)

The integrals appearing in the above equations are evaluated numerically using
the Gaussian integration method.
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Note that the method ode23tb as implemented in Matlab does not automati-
cally conserve the unit norm of the rotational quaternion. In order to obtain
the kinematically admissible results, the rotational quaternions are normal-
ized after each time step has been completed. An alternative Runge-Kutta
method that inherently conserves the unity of the rotational quaternion is not
the subject of the present paper.

7 NUMERICAL EXAMPLES

The numerical examples will demonstrate the validity, performance and accu-
racy of the proposed finite displacement and rotation formulation. Numerical
solutions were obtained in the computing environment Matlab [25]. Here we
limit our studies to linear elastic materials with the diagonal form of operators
CN and CM :

CN (γG,κG) =


EA1 0 0

0 GA2 0

0 0 GA3

γG (68)

CM (γG,κG) =


GJ1 0 0

0 EJ2 0

0 0 EJ3

κG. (69)

E and G denote elastic and shear moduli of material; A1 is the cross-sectional
area; J1 is the torsional inertial moment of the cross-section; A2 and A3 are
the effective shear areas in the principal inertial directions

⇀

G2 and
⇀

G3 of the
cross-section; J2 and J3 are the corresponding principal centroidal bending
inertial moments of the cross-section.

7.1 Force and torque-driven flexible beam in a helicoidal motion

This example was presented by Ibrahimbegović and Al Mikdad [13]. The
straight beam with the centroidal axis in the X direction is at its left edge
constrained to slide along and rotate about the horizontal Z axis. At the
same edge, the torque, MZ , and the force, FZ = 0.05 · MZ , are applied si-
multaneously, see Fig. 2, where the time-dependence of MZ is also depicted.
Geometrical and material properties of the beam are taken from [13]: L = 10,

Aρ = 1, EA = GA = 104, EJ = GJ = 103 and Jρ = diag
[
20 10 10

]
.
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Fig. 2. Force and torque-driven flexible beam.
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Fig. 3. Comparison of free-end displacements for the force and torque-driven flexible
beam; two linear elements.

The boundary values of the components of the rotational quaternions and
quaternion velocities at x = 0 are: q2 (0, t) = q3 (0, t) = 0 and λ2 (0, t) =
λ3 (0, t) = 0. The initial values of the first components of the rotational quater-
nions of the beam axis are taken to be one, q0 (x, 0) = 1, the rest of the com-
ponents being zero. We analyze the behaviour of the beam in the time interval
[0, 50]. Two linear elements with the two-point integration rule were applied.
The computational tolerances were chosen as: the maximum local absolute
error εabs = 10−2 and the local relative error εrel = 10−1. These tolerances
required 399 time steps with the time steps varying from 0.0195 to 0.348. The
variations of the free-end displacements u1, u2, u3 with time are displayed in

17



0.5 1 1.5 2 2.5
t

10 20 30 40 50
t

0.5 1 1.5 2 2.5
t

10 20 30 40 50
t

d
is

p
la

c
e
m

e
n

t

d
is

p
la

c
e
m

e
n
t

d
is

p
la

c
e
m

e
n
t

-2

-1

0

1

2

3

4

5

6

-30

-20

-10

0

10

20

30

40

50

-2

-1

0

1

2

3

4

5

6

00

00
-30

-20

-10

0

10

20

30

40

50

d
is

p
la

c
e
m

e
n
t

Linear elements Linear elements

Quadratic elements Quadratic elements

100 elements

50 elements

10 elements

u

u1

2

3u

Fig. 4. The force and torque-driven flexible beam: displacements in time intervals
[0, 50] (left) and [0, 2.5] (right).

Fig. 3, and the results compared with [13]. An excellent agreement between
the two results can be observed.

It is instructive to analyze further the accuracy of the solution as a function of
the number and the degree of interpolation. The computational tolerances are
now taken to be more strict: εabs = 10−3 for all unknowns; εrel = 10−3 for the
displacements and rotational quaternions, and εrel = 10−1 for the velocities
and quaternion velocities. Having higher tolerances for the velocities results
in lower computational times without decreasing the accuracy of the primary
unknowns. The results for 10, 50 and 100 linear and quadratic elements with
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the 5- and 6-point Gauss integration rule are shown in Fig. 4. Both linear
and quadratic elements approach to the same solution with the increasing
number of elements. It is interesting to compare the results of the coarse mesh
consisting of 10 elements with the results of the 100-element solution in some
more detail. It is clear that the results of the 10 linear element mesh nearly
coincide with those of the 50 and 100 element meshes. This is not the case,
however, for the model with ten quadratic elements, which exihits much slower
oscillations as required. In fact, neither the overall global nor the short-term
local dynamic response of the beam is described sufficiently well. If the number
of quadratic elements is sufficiently increased, however, the results of the linear
and quadratic elements converge to the same solution.

7.2 Flexible beam with prescribed velocities

By this example we wish to demonstrate how the present approach is capable
of considering essential boundary conditions. The geometrical and material
data of the beam are taken to be identical to the previous example. The left
edge of the beam is fixed in such a way that the displacements in the X and
Y directions and the rotations about the X and Y directions together with
the corresponding velocities are zero. The velocities in the Z direction and the
angular velocities about the Z direction are prescribed as shown in Fig. 5. For
the comparison reasons, the prescribed velocities (solid line) are given as the
bilinear approximation of the numerical solution of the previous example, and
are given by

u̇3 =

 0.4036 t 0 ≤ t < 2.5

1.009 t ≥ 2.5
ϑ̇3 =

 0.1818 t 0 ≤ t < 2.5

0.4545 t ≥ 2.5
.

The mesh of two linear elements was applied. The computational tolerances
were chosen as εabs = εrel = 10−1.

In Fig. 5 we compare the time variations of the free-end displacements of
the force and torque-driven beam from the previous example (solid line) with
the present beam having the prescribed left-edge velocities as described above
(dots). We can observe an excellent agreement of the solutions. Minor discrep-
ancies stem from the fact that the enforced velocities were only an approxi-
mation of those in the solution of the force and torque-driven beam.
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Fig. 6. Free-free flexible beam.

7.3 Free-free flexible beam

The free-free flexible beam undergoing large overall spatial motion was first
analyzed by Simo and Vu-Quoc [30]. The free beam is initially simultaneously
subjected to the force and the torque (Fig. 6). The remaining data of the beam
are as in [30]:

L = 10 Aρ = 1

EA = GA = 104 EJ = GJ = 500

Jρ = diag
[
10 10 10

]
.
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As in [30] the finite-element mesh consists of 10 linear elements. The seven-
point Gaussian integration rule is applied. The computational tolerances were
defined with the maximum local absolute error εabs = 10−3 for all unknowns;
the maximum local relative error εrel = 10−3 for the displacements and the
rotational quaternions, and εrel = 10−1 for the velocities. With such tolerances
being assumed, 155 time steps were needed with the time steps varying from
0.068 to 0.208. This number of time steps is comparable with those in [30],
where 150 equal time steps were used.

For the fair comparison with Simo and Vu-Quoc [30], the results were obtained
also at the predefined times using the property of the standard Matlab ode
routines. Firstly the results for the fixed time steps 0.5 over the whole time
interval were computed, see Fig. 7. In the next stage of the comparison, the
results at the predefined time instants within the shorter time intervals [0, 7]
and [0, 4.5] were computed. These particular time instants, marked also in
Figs. 8 and 9, coincide with those of Simo and Vu-Quoc in [30, Figs. 17,
19]. Fig. 7 shows the three dimensional plot of the deformed beam and the
trajectories of its edges. Figs. 8 and 9 show the projections of the deformed
beam onto the coordinate planes. The present results again compare well with
the results displayed in [30].
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Fig. 7. Axonometric view of deformed shapes; time step 0.5, time interval [0, 15].
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Fig. 8. Projection of the deformed shapes on the coordinate plane XZ; time interval
[0, 7].
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7.4 Cantilever under distributed loads

Highly flexible beam-like structurs often require the consideration of non-
conservative, the follower-type of loads (see, e.g. Kapania and Li [19], [20],
Kondoh and Atluri [21], Jiang and Olson [18] ). This example will demon-
strate that the present approach can consider the follower loads properly. The
analysis is carried out for the cantilever beam subjected, respectively, to two
different types of uniformly distributed loads: (i) conservative and (ii) follower
ones (Fig. 10). The following data of the beam have been adopted:

ρA1 = 0.2

EJ2 = EJ3 = 2.5 · 106 EA1 = 3 · 105

GA2 = GA3 = 2.4 · 105 GJ1 = 5 · 106

Jρ =
1

12
· 104 diag

[
2 1 1

]
.
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0
0 65000

Follower distributed load:

Conservative distributed load:

t

L=100

pY

pY

Y

XFZ

*

*

Fig. 10. Cantilever under uniformly distributed loads.
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The load is applied very slowly to show that the present formulation is able
to simulate a static response in a dynamic manner (see Fig. 10). The finite-
element mesh of 10 quadratic elements was used. The computational toler-
ances were εabs = εrel = 10−3. Fig. 11 shows the deformed shapes at several
discrete times and normalized loads λ = pY L3

EJ3
. Fig. 12 shows the normalized

tip displacements vs. time.
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t 5 000 ( = 2)¸= t 5000 ( = 2)¸=

t 15000( = 6)¸=

t 15 000 ( = 6)¸=t 30 000 ( = 12)¸=
t 30 000 ( = 12)¸=

t 65 000 ( = 26)¸=

t 65 000 ( = 26)¸=

t 0 ( = 0)¸=

Conservative distributed load: Follower distributed load:

Fig. 11. Cantilever under uniformly distributed loads. Deformed shapes.
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Fig. 12. Normalized tip deflections of a cantilever beam.

The present result are in excellent agreement with the ones presented in [20],
[21] and [18] that were obtained by the static analysis.
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7.5 Hinged beam

The example of the dynamic behaviour of a straight hinged beam was first
presented and analyzed by Bauchau and Theron [2] and later on by Bottasso
and Borri [4] to demonstrate the advantages of the energy-preserving and
energy-decaying integration schemes; see also the energy-conserving schemes
by [12], [28], [31], [32]. Here we demonstrate the ability of the proposed method
to compute the results without setting any constraint on conserving/decaying
of the energy. We also study how the density of the mesh and the local error
tolerances influence the accuracy of the computed internal forces and show
that we can compute the adequate response spectrum.

The 2.4m long straight beam with its axis in the direction of vector
⇀
g1 is

hinged at the root so that only the rotation about the vector
⇀
g2 is allowed.

The other end is free. The geometry of the beam and the loading data are
presented in Fig. 13. The remaining properties of the beam are

EA1 = 4.35080 · 107N
GA2 = 1.40385 · 107N
GA3 = 2.80769 · 106N ρA1 = 1.60920N/m

GJ1 = 2.80514 · 104Nm2 ρJ1 = 1.19092 · 10−2 kgm

EJ2 = 2.32577 · 104Nm2 ρJ2 = 8.60200 · 10−4 kgm

EJ3 = 2.98731 · 104Nm2 ρJ3 = 1.10490 · 10−2 kgm.

The present analysis employs three meshes consisting of 4, 10 and 20 linear
elements, and imposes two local error tolerances, εabs = εrel = 10−2 and εabs =
εrel = 10−3. The three-point Gaussian integration rule is applied. The dynamic
response of the beam was computed for t ≤ 0.25 with the number of time steps
varying according to the imposed local error tolerances.

In Table 1 the number of time steps and the total angle of free-end rotation
are shown and compared with [2] and [4]. Time histories of the axial force at

g1
2.4m

1000

0.050.025 t s[ ]

g2

g3

F FY Z, [N]

FYFZ

*

*

*

**

Fig. 13. Hinged beam.
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the hinge are displayed in Fig. 14. The frequency spectra performed over the
time interval t ∈ [0.122, 0.25] are shown in Fig. 15. The discrete fast Fourier
transform [25] (FFT) has been applied. The graphs in Fig. 14 indicate that the
four-element meshes only supply a globally accurate response of axial forces if
tolerance is less or equal to 10−3. An increased number of elements improves
results considerably. With the use of the mesh of 20 linear elements we are
able to compute accurately the axial force time response and the corresponding
frequency spectrum. The results well compare with the results from [4], based
on the energy-conserving integration method.

We wish to stress that the present results confirm the results from [4] that
the first two modes dominate the behaviour of the axial force with time. Figs
14 and 15 further indicate that the second mode of oscilations dominantes
between these two modes. We present in Fig. 15 the frequency spectrum up
to 5000 Hz. The second frequency, roughly 3384 Hz, is well estimated for all
meshes, the first frequency being about 441 Hz is more sensitive and can be ob-
tained with a sufficient accuracy only by denser meshes. Note that the present
results show no interfering frequencies. Note also that the frequency domain for
the 128-point FFT is too small resulting in an inaccurate second frequency,
and that the increase of the number of points in FFT highly increases the
magnitude of the adequate frequencies FFT 2(Nx), while the frequency values
remain practically unchanged. For the mesh of 20 linear elements, the conver-
gence of the first two frequencies of the axial force of the hinged beam with
the number of points used in the FFT algorithm is presented in Table 2. It is
clear that the convergence is almost independent on the prescribed local error
tolerance of the solver.

Table 1
Number of time steps and total angle of rotation at free end.

element num. of el. tolerances number of time steps total angle [◦]

present 4 10−2 7692 103.3

present 10 10−2 24082 104.0

present 20 10−2 39993 104.0

present 4 10−3 26858 103.3

present 10 10−3 69513 104.0

present 20 10−3 117810 104.0

[2] cubic 4 — 250–32000 104.2

[4] 10 — 250 and 1000 —
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Fig. 14. Graphs of the axial force, Nx, versus time at the hinge. The effects of the
number of linear elements and the error tolerances.
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Table 2
Convergence of the frequencies in the FFT algorithm. 20 element mesh.

1st frequency 2nd frequency

NFFT ε = 10−2 ε = 10−3 ε = 10−2 ε = 10−3

128 487.014 487.044 2824.856 2824.682

256 440.060 440.928 3422.695 3422.695

512 440.901 440.928 3380.450 3380.243

1024 441.355 441.355 3383.722 3383.722

NFFT = number of points for discrete FFT

ε = local absolute and relative error tolerance

8 CONCLUSIONS

The paper presents a new finite element approach for the dynamic analysis of
the geometrically exact three-dimensional beam-like structures based on the
rotational quaternion. We completely abandon the matrix representation of
rotations combined with the rotational vector and present the equations for
the dynamic analysis in the quaternion description. The collocation type of
discretization is used and the novel form of the boundary condition that avoids
differential-algebraic system of equations is presented. The proposed numeri-
cal implementation of the three-dimensional beam model can successfully deal
with a most demanding fully spatial dynamic behaviour of the beam-like struc-
tures. The governing equations are written in the 4-dimensional linear space
of quaternions and are thus suitable to be solved by the standard Runge-
Kutta solvers. This is in sharp contrast to rotational vector approach which
is inherently related to the special orthogonal group SO (3) and is hence not
appropriate for the standard Runge-Kutta methods. Since the standard inte-
grator can now be used, the update procedure for the rotational parameters
needs no extra treatment. By the direct use of the Matlab ode23tb solver we
benefit from theoretically well based adaptive time-step algorithm and avoid
the analytical linearization of the governing equations. The main advantage
of the proposed method is thus in its ability to use a wide range of modern
solvers for stiff differential equations that have been derived for linear configu-
ration spaces. Another advantage is in the direct use of the quaternion algebra,
which has been proven to be an efficient tool in numerical algorithms. Yet the
present paper introduces only one of a variety of quaternion-based approaches.
Such a completely new approach can be a challenge and an inspiration for a
further research, as the method can be further developed in many aspects.
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