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#### Abstract

We determine the lower bound for possible values of Spearman's rho of a bivariate copula given that the value of its Spearman's footrule is known and show that this bound is always attained. We also give an estimate for the exact upper bound and prove that the estimate is exact for some but not all values of Spearman's footrule. Nevertheless, we show that the estimate is quite tight.
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## 1. Introduction

Intuitively, two continuous random variables $X$ and $Y$ are in concordance when large values of $X$ occur simultaneously with large values of $Y$. More precisely, two realisations $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ of the random vector $(X, Y)$ are concordant when $\left(x_{2}-x_{1}\right)\left(y_{2}-y_{1}\right)>0$ and they are discordant when $\left(x_{2}-x_{1}\right)\left(y_{2}-y_{1}\right)<0$. We can measure the concordance of a pair of random variables ( $X, Y$ ) in various ways, see [1]. A concordance measure is often a better way to model dependence than Pearson's correlation coefficient since it is invariant with respect to monotone increasing transformations of the random variables. Because of this invariance, the concordance of a random vector $(X, Y)$ is uniquely determined by its copula, which is given by

$$
C(u, v)=H\left(F^{(-1)}(u), G^{(-1)}(v)\right)
$$

where $H$ is a joint distribution function of $(X, Y), F, G$ are univariate distribution functions of random variables $X$ and $Y$, respectively, and $F^{(-1)}, G^{(-1)}$ are their generalised inverses.

Due to their importance in statistical analysis, which is based on their connection to measures for the degree of association between two random variables, concordance measures have been studied intensively since their introduction. Recent references for bivariate concordance measures include [2-8] and their multivariate generalisations were studied

[^0]in [9-12], to name just a few. Given their widespread use in a variety of practical applications, it is natural to compare different concordance measures in terms of the values that they can attain. In particular, if a value of one measure is known, we may ask what are the possible values of the other measures. Here we only give a brief overview of the known results regarding this question, and for explicit formulas we refer the reader to the papers referenced below or to [13], where all the formulas are collected in one place. The investigation of the above question was started by Daniels [14] and Durbin and Stuart [15], who compared Spearman's rho and Kendall's tau and gave some estimates for the values of the two measures. The exact region of all possible pairs of values $(\tau(C), \rho(C)), C \in \mathcal{C}$, was only determined recently in [16]. The regions determined by Blomqvist's beta and the other three concordance measures (Spearman's rho, Kendall's tau, and Gini's gamma) are given in [17] as an exercise for the reader, while the region determined by Blomqvist's beta and Spearman's footrule was given in [5]. The region determined by Spearman's footrule and Gini's gamma was given in [13]. The regions determined by Spearman's footrule and Kendall's tau respectively Gini's gamma and Kendall's tau are considered in [18].

In this paper we investigate the relation between Spearman's rho and Spearman's footrule of a bivariate copula. We determine the exact lower bound for the value of Spearman's rho if the value of Spearman's footrule is known. The determination of the exact upper bound seems to be quite difficult, but we are able to give a tight estimate for it.

The paper is structured as follows. In Section 2 we give some basic definitions that will be used throughout the paper. In Section 3 we define doubly symmetric shuffles of $M$ and prove that any doubly symmetric copula can be approximated by a doubly symmetric shuffle of $M$. Sections 4 and 5 are devoted to determining the exact lower bound for Spearman's rho in terms of Spearman's footrule and the corresponding upper bound is considered in Section 6. We give an estimate for the exact upper bound and prove that the estimate is exact for some but not all values of Spearman's footrule. Nevertheless, we show that the estimate is quite tight. In Section 7 we estimate the similarity measure between Spearman's footrule and Spearman's rho. In Appendix we give the proofs of some technical lemmas and propositions.

## 2. Preliminaries on concordance measures

Denote the unit interval by $\mathbb{I}=[0,1]$ and the set of all bivariate copulas by $\mathcal{C}$. For any copula $C \in \mathcal{C}$ let $V_{C}(B)$ be the $C$-volume of rectangle $B$. Let us introduce some standard transformations that are naturally defined on $\mathcal{C}$ and are induced by reflections of the unit square $\mathbb{I}^{2}$. We denote by $C^{t}$ the transpose of the copula $C$, i.e., $C^{t}(u, v)=C(v, u)$, which is induced by the reflection over the main diagonal. A copula $C$ that satisfies the condition $C=C^{t}$ is called symmetric. The two reflections $\sigma_{1}:(u, v) \mapsto(1-u, v)$ and $\sigma_{2}:(u, v) \mapsto(u, 1-v)$ induce reflections $C^{\sigma_{1}}$ and $C^{\sigma_{2}}$ of the copula $C$, which are defined by $C^{\sigma_{1}}(u, v)=v-C(1-u, v)$ and $C^{\sigma_{2}}(u, v)=u-C(u, 1-v)$ (see [19, §1.7.3]), and are again copulas. If we apply both reflections to $C$, we obtain the survival copula of $C$, which we denote by $\widehat{C}=\left(C^{\sigma_{1}}\right)^{\sigma_{2}}=\left(C^{\sigma_{2}}\right)^{\sigma_{1}}$. It is induced by the reflection $(u, v) \mapsto(1-u, 1-v)$ and is given by $\widehat{C}(u, v)=u+v-1+C(1-u, 1-v)$.

Given two copulas $C$ and $D$ we denote $C \leq D$ if $C(u, v) \leqslant D(u, v)$ for all $(u, v) \in \mathbb{I}^{2}$. This is the so-called pointwise order of copulas. The set $\mathcal{C}$ equipped with the pointwise order is a partially ordered set, but not a lattice [20, Theorem 2.1]. For any copula $C$ we have $W \leq C \leq M$, where $W(u, v)=\max \{0, u+v-1\}$ and $M(u, v)=\min \{u, v\}$ are the lower and upper Fréchet-Hoeffding bounds for the set of all copulas.

Formal axioms for a concordance measure were introduced by Scarsini [1] (see also [21,22] for multivariate versions). A mapping $\kappa: \mathcal{C} \rightarrow[-1,1]$ is called a concordance measure if it satisfies the following properties (see [19, Definition 2.4.7]):
(C1) $\kappa(C)=\kappa\left(C^{t}\right)$ for every $C \in \mathcal{C}$.
(C2) $\kappa(C) \leqslant \kappa(D)$ when $C \leqslant D$.
(C3) $\kappa(M)=1$.
(C4) $\kappa\left(C^{\sigma_{1}}\right)=\kappa\left(C^{\sigma_{2}}\right)=-\kappa(C)$.
(C5) If a sequence of copulas $C_{n}, n \in \mathbb{N}$, converges uniformly to $C \in \mathcal{C}$, then $\lim _{n \rightarrow \infty} \kappa\left(C_{n}\right)=\kappa(C)$.
If a sequence of copulas converges pointwise to a function $C$, then $C$ is a copula and the sequence converges uniformly to C (see [19] for details). Hence, in axiom (C5) we may replace the uniform convergence requirement with the pointwise convergence condition without loss of generality. Any concordance measure automatically satisfies also the following additional properties, which are sometimes stated as part of the definition, but are actually consequences of conditions (C1)-(C5) (see [23, §3] for more details):
(C6) $\kappa(\Pi)=0$, where $\Pi$ is the independence copula $\Pi(u, v)=u v$.
(C7) $\kappa(W)=-1$.
(C8) $\kappa(C)=\kappa(\widehat{C})$ for every $C \in \mathcal{C}$.
The four most commonly used concordance measures of a copula $C$ are Spearman's rho, Kendall's tau, Gini’s gamma, and Blomqvist's beta. The Spearman's rho is defined by

$$
\begin{equation*}
\rho(C)=12 \int_{\mathbb{I}^{2}} C(u, v) d u d v-3 \tag{1}
\end{equation*}
$$

Table 1
( $\kappa_{1}, \kappa_{2}$ )-similarity measure between pairs of (weak) concordance measures.

| $\kappa s m$ | $\rho$ | $\tau$ | $\gamma$ | $\phi$ | $\beta$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\rho$ | 1 | 0.7114 |  |  |  |
| $\tau$ | 0.7114 |  | 0.7500 | 1 | 0.7500 |
| $\gamma$ |  | 0.7500 | 0.8125 | 0.8125 | 0.3750 |
| $\phi$ | 0.3750 | 0.3333 | 0.5000 | 1 | 0.5000 |
| $\beta$ |  |  | 0.5000 | 0.5000 |  |

Kendall's tau by

$$
\begin{equation*}
\tau(C)=4 \int_{\mathrm{I}^{2}} C(u, v) d C(u, v)-1 \tag{2}
\end{equation*}
$$

Gini's gamma by

$$
\begin{equation*}
\gamma(C)=4 \int_{0}^{1} C(u, u) d u+4 \int_{0}^{1} C(u, 1-u) d u-2 \tag{3}
\end{equation*}
$$

and Blomqvist's beta by

$$
\begin{equation*}
\beta(C)=4 C\left(\frac{1}{2}, \frac{1}{2}\right)-1 \tag{4}
\end{equation*}
$$

We refer the reader to $[19, \S 2.4]$, [24], and $[17, \S 5]$ for more details on these measures.
In 2014 Liebscher [6] considered measures that are slightly more general than concordance measures, in particular, if we replace property ( C 4 ) with property ( C 6 ) in the definition of a concordance measure, we get what Liebscher calls weak concordance measure. The most important example of a weak concordance measure is the Spearman's footrule defined by

$$
\begin{equation*}
\phi(C)=6 \int_{0}^{1} C(u, u) d u-2 \tag{5}
\end{equation*}
$$

While the range of any concordance measure is the interval $[-1,1]$, the range of a weak concordance measure may be different. For example, the range of Spearman's footrule is the interval $\left[-\frac{1}{2}, 1\right]$ (see [12, §4]). Note that Spearman's rho, Kendall's tau, Gini's gamma and Blomqvist's beta are concordance measures, hence, they satisfy conditions (C1)-(C8). On the other hand, Spearman's footrule only satisfies conditions (C1)-(C3), (C5)-(C6) and (C8).

All five (weak) concordance measures mentioned above are well established in statistical literature and their statistical meaning has been investigated in detail. See e.g. [25-28] for Spearman's rho, [25,28-30] for Kendall's tau, [31-33] for Gini's gamma, [12] for Blomqvist's beta and [12,32,34,35] for Spearman's footrule. More general families of concordance measures were also considered in the literature, these include some of the above examples, see [36-40]. Multivariate versions of concordance measures were investigated in [11,12,21,22,41].

In [41] the author compares the efficacies of various (multivariate) concordance measures, giving examples where one measure might be preferable over the other. The question which concordance measure is better to use is often debated in the literature, as indicated by a vast number of the references above. We consider a slightly different approach to this question. We compare different concordance measures in terms of the information they give to practitioners about a pair of random variables. To this end, the authors of paper [13] introduce the ( $\kappa_{1}, \kappa_{2}$ )-similarity measure between (week) concordance measures $\kappa_{1}$ and $\kappa_{2}$ as

$$
\kappa \operatorname{sm}\left(\kappa_{1}, \kappa_{2}\right)=1-\frac{A\left(\kappa_{1}, \kappa_{2}\right)}{\left(1-\kappa_{1}(W)\right)\left(1-\kappa_{2}(W)\right)}
$$

where $A\left(\kappa_{1}, \kappa_{2}\right)$ is the area of the exact region determined by $\kappa_{1}$ and $\kappa_{2}$.
The ( $\kappa_{1}, \kappa_{2}$ )-similarity measure between two (weak) concordance measures $\kappa_{1}$ and $\kappa_{2}$ is defined in such a way that a value close to 1 indicates the measures are very similar, i.e. given the value of $\kappa_{1}$, we have a lot of information about the value of $\kappa_{2}$ on average. In practice this means that there is little difference between the two concordance measures, so a practitioner could use either one. A value of similarity measure close to 0 suggests that given the value of $\kappa_{1}$, we have very little information about the value of $\kappa_{2}$ on average. This means that computing both makes sense to get more information about a pair of random variables.

Table 1 gives $\kappa$-similarity measures for pairs of (weak) concordance measures for which the exact region determined by them is known.

The table suggests that knowing the value of Blomqvist's beta gives us on average very little information about possible values of other (weak) concordance measures. This is not surprising since Blomqvist's beta itself contains very little information. On the other hand, due to the similar structure of Gini's gamma and Spearman's footrule, their similarity measure is relatively big compared to that of Spearman's rho and Kendall's tau. The amount of information that Kendall's tau gives is on average almost the same for Spearman's rho, Gini's gamma and Spearman's footrule.

## 3. Doubly symmetric shuffles

It is well known that any copula can be approximated arbitrarily well in the sup norm by a shuffle of $M$. In this section we investigate approximations of doubly symmetric copulas with doubly symmetric shuffles of $M$, defined below.

Definition 1. A copula $C$ is called doubly symmetric if $C=C^{t}=\widehat{C}$.
Note that a copula is doubly symmetric if and only if the distribution of its mass in the unit square is symmetric with respect to both the main and the opposite diagonal. The reflection with respect to the main diagonal is given by $(u, v) \mapsto(v, u)$ while the reflection with respect to the opposite diagonal is given by $(u, v) \mapsto(1-v, 1-u)$.

A shuffle of $M$

$$
C=M(n, J, \pi, \omega)
$$

is determined by a positive integer $n$, a partition $J=\left\{J_{1}, J_{2}, \ldots, J_{n}\right\}$ of the interval II into $n$ pieces, where $J_{i}=\left[u_{i-1}, u_{i}\right]$ and $0=u_{0} \leq u_{1} \leq u_{2} \leq \cdots \leq u_{n-1} \leq u_{n}=1$, shortly written as $(n-1)$-tuple of splitting points $J=\left(u_{1}, u_{2}, \ldots, u_{n-1}\right)$, a permutation $\pi \in S_{n}$, written as $n$-tuple of images $\pi=(\pi(1), \pi(2), \ldots, \pi(n))$, and a mapping $\omega:\{1,2, \ldots, n\} \rightarrow\{-1,1\}$, written as $n$-tuple of images $\omega=(\omega(1), \omega(2), \ldots, \omega(n))$. The mass of $C$ is concentrated on squares $J_{i} \times\left[v_{\pi(i)-1} \times v_{\pi(i)}\right]$ where $0=v_{0} \leq v_{1} \leq v_{2} \leq \ldots \leq v_{n-1} \leq v_{n}=1$. For more details see [17, §3.2.3]. Notice that we allow some of the intervals in the partition $J$ to be singletons. We can now define doubly symmetric shuffles of $M$.

Definition 2. We will say that a shuffle $C=M(n, J, \pi, \omega)$ of $M$ with $J=\left(u_{1}, u_{2}, \ldots, u_{n-1}\right), u_{0}=0, u_{n}=1$, is a doubly symmetric shuffle if the following properties hold
( S 1 ) $n$ is even,
(S2) $\pi^{2}=\mathrm{id}$ and $\pi(n-i+1)=n-\pi(i)+1$ for all $i=1,2, \ldots, n$,
(S3) $\omega(i)=\omega(\pi(i))=\omega(n-i+1)$ for all $i=1,2, \ldots, n$,
(S4) $u_{i}-u_{i-1}=u_{\pi(i)}-u_{\pi(i)-1}=u_{n-i+1}-u_{n-i}$ for all $i=1,2, \ldots, n$.
In the following lemma we give some properties of doubly symmetric shuffles. The proof is given in Appendix.
Lemma 3. If $C$ is a doubly symmetric shuffle of $M$ then
(a) C is a doubly symmetric copula,
(b) $u_{n-i}=1-u_{i}$ for all $i=1,2, \ldots, n$, in particular, $u_{\frac{n}{2}}=\frac{1}{2}$,
(c) all the mass of $C$ is concentrated on the squares $J_{i} \times J_{\pi(i)}=\left[u_{i-1}, u_{i}\right] \times\left[u_{\pi(i)-1}, u_{\pi(i)}\right], i=1,2, \ldots, n$, and

$$
\begin{aligned}
V_{C}\left(J_{i} \times J_{\pi(i)}\right) & =V_{C}\left(J_{\pi(i)} \times J_{i}\right)=V_{C}\left(J_{n-i+1} \times J_{\pi(n-i+1)}\right) \\
& =V_{C}\left(J_{\pi(n-i+1)} \times J_{n-i+1}\right)=u_{i}-u_{i-1}
\end{aligned}
$$

Note that a doubly symmetric copula $C$ which is also a shuffle $M(n, J, \pi, \omega)$ is not necessarily a doubly symmetric shuffle. But there exists a doubly symmetric shuffle $M\left(n^{\prime}, J^{\prime}, \pi^{\prime}, \omega^{\prime}\right)$ such that $C=M\left(n^{\prime}, J^{\prime}, \pi^{\prime}, \omega^{\prime}\right)$. For example, if $\frac{1}{2}$ is not one of the splitting points, we can add it and adjust $\pi$ and $\omega$ accordingly.

Next lemma shows that doubly symmetric copulas can be approximated by doubly symmetric shuffles of $M$. The proof is given in Appendix. In fact, we show that the original construction by Mikusiński et al. [42] (c.f. also [17, §3.2.3]) of a shuffle of $M$ that approximates a copula $C$ produces a doubly symmetric shuffle of $M$ whenever $C$ is a doubly symmetric copula. Recall that a shuffle of $M$ is called straight if the mapping $\omega$ has all values equal to 1 .

Lemma 4. For any doubly symmetric copula $C$ and any $\varepsilon>0$ there exists a straight doubly symmetric shuffle of $M$, which we denote by $C^{\prime}$, such that

$$
\sup _{(u, v) \in \mathrm{I}^{2}}\left|C(u, v)-C^{\prime}(u, v)\right|<\varepsilon
$$

## 4. Lower bound - special case

In the following two sections we prove a lower bound for the value of Spearman's rho for any copula with a given value of Spearman's footrule. In this section we consider copulas which have all the mass concentrated on the main and opposite diagonal. In the next section we will reduce the general case to this special case.

Copulas which have all mass concentrated on the two diagonals correspond to uniformly distributed random variables $U$ and $V$ on interval II with the property $P(U=V)+P(U=1-V)=1$. As we will see, any such copula is completely determined by its diagonal $\delta_{C}(u)=C(u, u)$ and it is doubly symmetric, so it is easier to tackle. The proof of next proposition is given in Appendix.


Fig. 1. The scatterplot of copula $C_{a}$ from Example 6.

Proposition 5. Let $U$ and $V$ be uniformly distributed random variables on interval II with the property $P(U=V)+P(U=$ $1-V)=1$ and let $C \in \mathcal{C}$ be their copula. Then

$$
\rho(C) \geq \frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}-1
$$

It turns out that the copula $C$ from Proposition 5 is the Bertino copula, determined by diagonal section $\delta_{C}$, which is the smallest copula with this diagonal section, see [43]. This is because the function $\widehat{\delta}(u)=u-\delta_{C}(u)$ is increasing on the interval $\left[0, \frac{1}{2}\right]$, decreasing on the interval $\left[\frac{1}{2}, 1\right]$, and it is symmetric with respect to $u=\frac{1}{2}$, as it can be seen from the proof.

In the following example, we note that all points on the curve $r=\frac{2}{9} \sqrt{3}(1+2 p)^{3 / 2}-1$ can be attained by shuffles of $M$.

Example 6. Let $a \in\left[0, \frac{1}{2}\right]$ and let $C_{a}$ be a shuffle of $M$

$$
C_{a}=M(3,(a, 1-a),(3,2,1),(-1,1,-1))
$$

Notice that $C_{0}=M$ and $C_{\frac{1}{2}}=W$. We have

$$
\delta_{C_{a}}(u)= \begin{cases}0 ; & u \leq a \\ u-a ; & a \leq u \leq 1-a \\ 2 u-1 ; & 1-a \leq u \leq 1\end{cases}
$$

and

$$
C_{a}(u, v)= \begin{cases}0 ; & 0 \leq u \leq a, u \leq v \leq 1-u \\ 0 ; & 0 \leq v \leq a, v \leq u \leq 1-v \\ u+v-1 ; & 1-a \leq u \leq 1,1-u \leq v \leq u \\ u+v-1 ; & 1-a \leq v \leq 1,1-v \leq u \leq v, \\ u-a ; & a \leq u \leq 1-a, u \leq v \leq 1-a, \\ v-a ; & a \leq u \leq 1-a, a \leq v \leq u\end{cases}
$$

It follows that

$$
\phi\left(C_{a}\right)=6 a^{2}-6 a+1=\frac{3}{2}(1-2 a)^{2}-\frac{1}{2}
$$

and

$$
\rho\left(C_{a}\right)=-16 a^{3}+24 a^{2}-12 a+1=2(1-2 a)^{3}-1,
$$

so that $\rho\left(C_{a}\right)=\frac{2}{9} \sqrt{3}\left(1+2 \phi\left(C_{a}\right)\right)^{3 / 2}-1$, the point $\left(\phi\left(C_{a}\right), \rho\left(C_{a}\right)\right)$ lies on the curve $r=\frac{2}{9} \sqrt{3}(1+2 p)^{3 / 2}-1$ and every point on this curve for $p \in\left[-\frac{1}{2}, 1\right]$ is attained. The scatterplot of copula $C_{a}$ is shown in Fig. 1.

## 5. Lower bound - general case

Let $U$ and $V$ be uniformly distributed random variables on interval I and let $C \in \mathcal{C}$ be their copula. In this section we are going to prove the lower bound
$\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}-1 \leq \rho(C)$


Fig. 2. The mass distribution (left) and the graph (right) of the difference of copulas considered in the proof of Lemma 7 in Case $I$.
holds for arbitrary copula $C$. Define two function depending on copula $C \in \mathcal{C}$ by

$$
f(C)=\rho(C)-\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}+1
$$

and

$$
q(C)=P(U=V)+P(U=1-V)
$$

Note that in order to prove the above bound we need to prove that $f(C) \geq 0$ for any copula $C$. We will reduce the general case to the special case considered in Section 4 by redistribution of the mass of the copula. We will first approximate the copula $C$ by a doubly symmetric shuffle $C^{\prime}$ of $M$. Then we will transform $C^{\prime}$ to a copula $C^{\prime \prime}$ by shifting the mass of $C^{\prime}$ in such a way that copula $C^{\prime \prime}$ will have all the mass concentrated on both diagonals. By doing this appropriately we will achieve that $f\left(C^{\prime \prime}\right) \leq f\left(C^{\prime}\right) \approx f(C)$. This will allow us to use Proposition 5 to finish the proof. The shifting of mass will be done step by step. In each step the value of $f(C)$ will decrease while the value of $q(C)$ will increase, until $q(C)$ becomes 1 . We believe that this method of mass shifting may also be useful in other considerations. Next lemma describes a single step of this method.

Lemma 7. Let $C \in \mathcal{C}$ be a doubly symmetric shuffle of $M, C=M(n, J, \pi, \omega)$. Write $J=\left\{J_{1}, \ldots, J_{n}\right\}$. Suppose that for some $i \in\{1,2, \ldots, n\}$ we have $J_{i} \times J_{\pi(i)}=[a, a+x] \times[b, b+x]$ with $a<b<1-a, \omega(i)=1$, and $x>0$. Then there exists doubly symmetric shuffle of $M, C^{\prime}=M\left(n, J, \pi^{\prime}, \omega^{\prime}\right)$ such that $f\left(C^{\prime}\right)<f(C)$ and $q\left(C^{\prime}\right)=q(C)+2 x$ in the case $\pi(i)=n+1-i$ or $q\left(C^{\prime}\right)=q(C)+4 x$ otherwise.

## Proof. We have

$$
V_{C}\left(J_{i} \times J_{\pi(i)}\right)=V_{C}([a, a+x] \times[b, b+x])=x
$$

and corresponding reflected squares are $J_{\pi(i)} \times J_{i}=[b, b+x] \times[a, a+x], J_{n+1-i} \times J_{\pi(n+1-i)}=[1-a-x, 1-a] \times[1-b-x, 1-b]$, and $J_{\pi(n+1-i)} \times J_{n+1-i}=[1-b-x, 1-b] \times[1-a-x, 1-x]$. Furthermore, $\omega(\pi(i))=\omega(n+1-i)=\omega(\pi(n+1-i))=1$. Since $a<b<1-a$, we have $a<\frac{1}{2}$, $i \leq \frac{n}{2}$ and $i<\pi(i) \leq n+1-i$. We will consider several cases.

Case I: Suppose that $\pi(i)=n+1-i$, so $b=1-a-x$ and in $C$ we have two segments crossing the opposite diagonal. Define

$$
\pi^{\prime}=\pi \text { and } \omega^{\prime}(j)= \begin{cases}-1 ; & j \in\{i, n+1-i\} \\ \omega(j) ; & \text { otherwise }\end{cases}
$$

The copula $C^{\prime}$ is doubly symmetric shuffle. Fig. 2 shows the mass distribution of the difference of copulas $C$ and $C^{\prime}$, and the graph of the function $C-C^{\prime}$. The mass of $C^{\prime}$ is negative in the difference, it is shown dashed.

We have

$$
\begin{aligned}
C(u, v)-C^{\prime}(u, v)= & \max \{0, \min \{u-a, v-(1-a-x), 1-a-v, a+x-u\}\} \\
& +\max \{0, \min \{v-a, u-(1-a-x), 1-a-u, a+x-v\}\}
\end{aligned}
$$

so $\delta_{C}=\delta_{C^{\prime}}$ and $\phi(C)=\phi\left(C^{\prime}\right)$. Furthermore,

$$
\rho(C)-\rho\left(C^{\prime}\right)=12 \int_{0}^{1} \int_{0}^{1}\left(C(u, v)-C^{\prime}(u, v)\right) d u d v=24 \mathrm{Vol}
$$



Fig. 3. The mass distribution (left) and the graph (right) of the difference of copulas considered in the proof of Lemma 7 in Case II.
where Vol is the volume of a pyramid having the base a square with the side $x$ and height $\frac{x}{2}$, so $\operatorname{Vol}=\frac{x^{3}}{6}$. We thus have $f(C)=f\left(C^{\prime}\right)+4 x^{3}>f\left(C^{\prime}\right)$, and since the two new segments lie on the opposite diagonal also $q\left(C^{\prime}\right)=q(C)+2 x$.

Case II: Suppose that $\frac{n}{2}<\pi(i)<n+1-i$, so $\frac{1}{2} \leq b \leq 1-a-2 x$. Define

$$
\begin{aligned}
& \pi^{\prime}(j)= \begin{cases}n+1-j ; & j \in\{i, n+1-i, \pi(i), \pi(n+1-i)\}, \\
\pi(j) ; & \text { otherwise }\end{cases} \\
& \omega^{\prime}(j)= \begin{cases}-1 ; & j \in\{i, n+1-i, \pi(i), \pi(n+1-i)\} \\
\omega(j) ; & \text { otherwise }\end{cases}
\end{aligned}
$$

Fig. 3 shows the mass distribution of the difference of copulas $C$ and $C^{\prime}$, and the graph of the function $C-C^{\prime}$.
We have

$$
\begin{aligned}
C(u, v)-C^{\prime}(u, v)= & \max \{0, \min \{u-a, v-b, 1-a-v, 1-b-u, x\}\} \\
& +\max \{0, \min \{v-a, u-b, 1-a-u, 1-b-v, x\}\}
\end{aligned}
$$

so again $\delta_{C}=\delta_{C^{\prime}}$ and $\phi(C)=\phi\left(C^{\prime}\right)$. Furthermore, $\rho(C)-\rho\left(C^{\prime}\right)=24 \mathrm{Vol}$, where Vol is the volume of a square frustum having the lower base a square with the side $1-a-b$, the upper base a square with the side $1-a-b-2 x$ and height $x$, so

$$
\text { Vol }=\frac{1}{6}(1-a-b)^{3}-\frac{1}{6}(1-a-b-2 x)^{3}=x(1-a-b-x)^{2}+\frac{1}{3} x^{3}
$$

We thus have $f(C)=f\left(C^{\prime}\right)+24 x(1-a-b-x)^{2}+8 x^{3}>f\left(C^{\prime}\right)$, and since the four new segments lie on the opposite diagonal also $q\left(C^{\prime}\right)=q(C)+4 x$.

Case III: Suppose that $\pi(i) \leq \frac{n}{2}$, so $b \leq \frac{1}{2}-x$ and assume also $b \geq a+\frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)}$. Define as in Case II

$$
\begin{aligned}
& \pi^{\prime}(j)= \begin{cases}n+1-j ; & j \in\{i, n+1-i, \pi(i), \pi(n+1-i)\}, \\
\pi(j) ; & \text { otherwise },\end{cases} \\
& \omega^{\prime}(j)= \begin{cases}-1 ; & j \in\{i, n+1-i, \pi(i), \pi(n+1-i)\}, \\
\omega(j) ; & \text { otherwise } .\end{cases}
\end{aligned}
$$

Fig. 4 shows the mass distribution and the graph of the function $C-C^{\prime}$ in this case.
Again we have

$$
\begin{aligned}
C(u, v)-C^{\prime}(u, v)= & \max \{0, \min \{u-a, v-b, 1-a-v, 1-b-u, x\}\} \\
& +\max \{0, \min \{v-a, u-b, 1-a-u, 1-b-v, x\}\}
\end{aligned}
$$

so again $\rho(C)=\rho\left(C^{\prime}\right)+24 x(1-a-b-x)^{2}+8 x^{3}$. But now

$$
\delta_{C}(u)-\delta_{C^{\prime}}(u)=2 \max \{0, \min \{u-b, 1-b-u, x\}\},
$$

so

$$
\phi(C)=\phi\left(C^{\prime}\right)+6 \int_{0}^{1}\left(\delta_{C}(u)-\delta_{C^{\prime}}(u)\right) d u=3(1-2 b)^{2}-3(1-2 b-2 x)^{2}=12 x(1-2 b-x)
$$



Fig. 4. The mass distribution (left) and the graph (right) of the difference of copulas considered in the proof of Lemma 7 in Case III.

Denote by $d=12 x(1-2 b-x)$. Now

$$
\begin{aligned}
f(C)-f\left(C^{\prime}\right) & =\rho(C)-\rho\left(C^{\prime}\right)-\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}+\frac{2}{9} \sqrt{3}\left(1+2 \phi\left(C^{\prime}\right)\right)^{3 / 2} \\
& =24 x(1-a-b-x)^{2}+8 x^{3}+\frac{2}{9} \sqrt{3}\left((1+2 \phi(C)-2 d)^{3 / 2}-(1+2 \phi(C))^{3 / 2}\right)
\end{aligned}
$$

Using Lagrange theorem there exists $t \in[0, d]$ such that

$$
(1+2 \phi(C)-2 d)^{3 / 2}-(1+2 \phi(C))^{3 / 2}=-3 d(1+2 \phi(C)-2 t)^{1 / 2} \geq-3 d(1+2 \phi(C))^{1 / 2}
$$

so

$$
\begin{aligned}
f(C)-f\left(C^{\prime}\right) & \geq 24 x(1-a-b-x)^{2}+8 x^{3}-\frac{2}{9} \sqrt{3} \cdot 3 d(1+2 \phi(C))^{1 / 2} \\
& =24 x(1-a-b-x)^{2}+8 x^{3}-\frac{2 d}{\sqrt{3}} \sqrt{1+2 \phi(C)} \\
& =24 x(1-a-b-x)^{2}+8 x^{3}-24 x(1-2 b-x) \frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)} \\
& \geq 24 x(1-a-b-x)^{2}+8 x^{3}-24 x(1-a-b-x) \frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)} \\
& =8 x^{3}+24 x(1-a-b-x)\left(1-a-b-x-\frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)}\right)
\end{aligned}
$$

We now use the assumptions $b \leq \frac{1}{2}-x$, so $1 \geq 2 b+2 x$, and $b \geq a+\frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)}$ to estimate further

$$
\begin{aligned}
f(C)-f\left(C^{\prime}\right) & \geq 8 x^{3}+24 x(1-a-b-x)\left(2 b+2 x-a-b-x-\frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)}\right) \\
& =8 x^{3}+24 x(1-a-b-x)\left(x+b-a-\frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)}\right) \\
& \geq 8 x^{3}+24 x^{2}(1-a-b-x)>0
\end{aligned}
$$

Finally, since the four new segments lie on the opposite diagonal, we have $q\left(C^{\prime}\right)=q(C)+4 x$ as in the previous case.
Case IV: Suppose that $i<\pi(i) \leq \frac{n}{2}$, so $a+x \leq b \leq \frac{1}{2}-x$ and assume also $b<a+\frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)}$. Define

$$
\pi^{\prime}(j)=\left\{\begin{array}{ll}
j ; & j \in\{i, n+1-i, \pi(i), \pi(n+1-i)\}, \\
\pi(j) ; & \text { otherwise, }
\end{array} \quad \omega^{\prime}=\omega\right.
$$

Fig. 5 shows the mass distribution and the graph of the function $C-C^{\prime}$.
This time we have $C^{\prime} \geq C$ so

$$
\begin{aligned}
C(u, v)-C^{\prime}(u, v)= & -\left(C^{\prime}(u, v)-C(u, v)\right) \\
= & -\max \{0, \min \{u-a, v-a, b+x-u, b+x-v, x, \\
& \quad b-a+u-v, b-a+v-u\}\}
\end{aligned}
$$



Fig. 5. The mass distribution (left) and the graph (right) of the difference of copulas considered in the proof of Lemma 7 in Case $I V$.

$$
\begin{aligned}
& -\max \{0, \min \{u-1+b+x, v-1+b+x, 1-a-u, 1-a-v, x \\
& b-a+u-v, b-a+v-u\}\}
\end{aligned}
$$

It follows that

$$
\delta_{C}(u)-\delta_{C^{\prime}}(u)=-\max \{0, \min \{u-a, b+x-u, x\}\}-\max \{0, \min \{u-1+b+x, 1-a-u, x\}\},
$$

so $\phi(C)=\phi\left(C^{\prime}\right)-12 x(b-a)$. Furthermore $\rho(C)=\rho\left(C^{\prime}\right)-24 \mathrm{Vol}$, where Vol is the volume of a square frustum having the lower base a square with the side $b-a+x$, the upper base a square with the side $b-a-x$, height $x$, and two corners cut off, so

$$
\mathrm{Vol}=\frac{1}{6}(b-a+x)^{3}-\frac{1}{6}(b-a-x)^{3}-2 \cdot \frac{1}{6} x^{3}=x(b-a)^{2}
$$

and $\rho(C)=\rho\left(C^{\prime}\right)-24 x(b-a)^{2}$. Similarly as in the previous case we estimate

$$
\begin{aligned}
f(C)-f\left(C^{\prime}\right) & =\rho(C)-\rho\left(C^{\prime}\right)-\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}+\frac{2}{9} \sqrt{3}\left(1+2 \phi\left(C^{\prime}\right)\right)^{3 / 2} \\
& =-24 x(b-a)^{2}+\frac{2}{9} \sqrt{3}\left((1+2 \phi(C)+2 d)^{3 / 2}-(1+2 \phi(C))^{3 / 2}\right)
\end{aligned}
$$

where $d=12 x(b-a)$, so there exists $t \in[0, d]$ such that

$$
\begin{aligned}
f(C)-f\left(C^{\prime}\right) & =-24 x(b-a)^{2}+\frac{2}{9} \sqrt{3} \cdot 3 d(1+2 \phi(C)+2 t)^{1 / 2} \\
& \geq-24 x(b-a)^{2}+\frac{2 d}{\sqrt{3}} \sqrt{1+2 \phi(C)} \\
& =-24 x(b-a)^{2}+24 x(b-a) \frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)} \\
& =24 x(b-a)\left(a-b+\frac{1}{\sqrt{3}} \sqrt{1+2 \phi(C)}\right)>0 .
\end{aligned}
$$

Finally, since the four new segments lie on the main diagonal, we have $q\left(C^{\prime}\right)=q(C)+4 x$ as in the previous case.
We are now finally ready to prove our the lower bound.
Theorem 8. For any copula $C$ we have

$$
\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}-1 \leq \rho(C)
$$

For any value $\phi(C) \in\left[-\frac{1}{2}, 1\right]$ the bound is attained by some shuffle of $M$.
Proof. Let $C$ be a copula such that $\phi(C)=p$ for some $p \in\left[-\frac{1}{2}, 1\right]$. Define a copula $\widetilde{C}=\frac{1}{4}\left(C+C^{t}+\widehat{C}+\widehat{C}^{t}\right)$. Since the transformations $C \mapsto \widetilde{C}^{t}$ and $C \mapsto \widehat{C}$ commute it is easy to verify that $\widetilde{C}$ is a doubly symmetric copula. Furthermore, $\phi(\widetilde{C})=\phi(C)$ and $\rho(\widetilde{C})=\rho(C)$ because $\rho$ and $\phi$ preserve convex combinations and $\rho\left(C^{t}\right)=\rho(\widehat{C})=\rho(C)$
and $\phi\left(C^{t}\right)=\phi(\widehat{C})=\phi(C)$. Thus, by replacing $C$ with $\widetilde{C}$, we may assume without loss of generality that $C$ is a doubly symmetric copula.

Let $\varepsilon>0$. By Lemma 4 there exists a straight doubly symmetric shuffle $C^{\prime}=M(n, J, \pi, \omega)$ such that $\sup _{(u, v) \in \mathbb{I}^{2}}$ $\left|C(u, v)-C^{\prime}(u, v)\right|<\varepsilon$. Hence,

$$
\begin{equation*}
\left|\rho(C)-\rho\left(C^{\prime}\right)\right|<12 \varepsilon \quad \text { and } \quad\left|\phi(C)-\phi\left(C^{\prime}\right)\right|<6 \varepsilon \tag{6}
\end{equation*}
$$

By Lagrange theorem we have

$$
\begin{align*}
f(C)-f\left(C^{\prime}\right) & =\rho(C)-\rho\left(C^{\prime}\right)-\left(\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}-\frac{2}{9} \sqrt{3}\left(1+2 \phi\left(C^{\prime}\right)\right)^{3 / 2}\right) \\
& =\rho(C)-\rho\left(C^{\prime}\right)-\frac{2}{\sqrt{3}}(1+2 t)^{1 / 2}\left(\phi(C)-\phi\left(C^{\prime}\right)\right) \tag{7}
\end{align*}
$$

for some $t$ between $\phi(C)$ and $\phi\left(C^{\prime}\right)$, so that $t \leq 1$. Using the estimates (6) in Eq. (7) and the estimate for $t$ we get

$$
\begin{equation*}
f(C)-f\left(C^{\prime}\right)>-12 \varepsilon-\frac{2}{\sqrt{3}}(1+2 t)^{1 / 2} \cdot 6 \varepsilon \geq-24 \varepsilon \tag{8}
\end{equation*}
$$

By Lemma 3 all the mass of $C^{\prime}$ is concentrated on squares $J_{i} \times J_{\pi(i)}, i=1,2, \ldots, n$, and the squares $J_{i} \times J_{\pi(i)}, J_{\pi(i)} \times J_{i}$, $J_{n-i+1} \times J_{\pi(n-i+1)}$ and $J_{\pi(n-i+1)} \times J_{n-i+1}$ have the same $C^{\prime}$-volume. So, as long as $q\left(C^{\prime}\right)<1$, there exists $i \in\{1,2, \ldots, n\}$ such that $J_{i} \times J_{\pi(i)}=[a, a+x] \times[b, b+x]$ with $a<b<1-a$ and $x>0$. We now apply Lemma 7 to all squares with this property, one at a time. Each time we apply the lemma, the function $q\left(C^{\prime}\right)$ increases and the function $f\left(C^{\prime}\right)$ decreases. When this process ends, we are left with a doubly symmetric shuffle $C^{\prime \prime}$ such that $q\left(C^{\prime \prime}\right)=1$ and $f\left(C^{\prime \prime}\right) \leq f\left(C^{\prime}\right)$. By Proposition 5 we have $f\left(C^{\prime \prime}\right) \geq 0$, and hence $f\left(C^{\prime}\right) \geq 0$. Together with the estimate (8), this implies $f(C)>-24 \varepsilon$. Sending $\varepsilon$ to 0 we obtain $f(C) \geq 0$, which proves the bound.

By Example 6 the bound is attained by a shuffle of $M$.

## 6. Upper bound

We will first prove the upper bound of $\rho(C)$ in terms of $\phi(C)$ in the case when $C$ is the diagonal copula $K_{\delta}$ (see below) and the diagonal is nice enough.

Let $C$ be a doubly symmetric copula. Then its diagonal $\delta(u)=C(u, u)$ satisfies

$$
\begin{equation*}
\delta(u)=2 u-1+\delta(1-u) . \tag{9}
\end{equation*}
$$

We call such a diagonal symmetric diagonal. It is well known that the diagonal is increasing and 2-Lipschitz, so it is differentiable almost everywhere on II and $\delta^{\prime}(u) \in[0,2]$ where it exists. We are going to assume that it is differentiable everywhere, its derivative is continuous, and that

$$
\begin{equation*}
0<\delta^{\prime}(u)<2 \quad \text { for all except possibly finitely many points } u \in \mathbb{I} \tag{10}
\end{equation*}
$$

It follows that $\delta$ is strictly increasing, so it is bijective and its inverse $\delta^{-1}: \mathbb{I} \rightarrow \mathbb{I}$ exists. Let us introduce three auxiliary functions $\alpha, g, h: \mathbb{I} \rightarrow \mathbb{R}$ as follows

$$
\begin{align*}
\alpha(u) & =\int_{0}^{u} \delta(t) d t \\
g(u) & =2 u-\delta(u)  \tag{11}\\
h(u) & =\delta^{-1}(g(u))
\end{align*}
$$

It holds that $g(0)=h(0)=0, g(1)=h(1)=1$. Since $\delta(u) \leq u$ for $u \in \mathbb{I}$, we have $g(u) \geq u$ and $h(u) \geq u$ for every $u \in \mathbb{I}$. It follows immediately from (10) that $g$ and $h$ are bijective so that the inverses $g^{-1}, h^{-1}: \mathbb{I} \rightarrow \mathbb{I}$ exist. Furthermore, $g$ is differentiable everywhere on II and its derivative is continuous. Also, by (10), $h$ is differentiable everywhere except possibly in finitely many points $u \in \mathbb{I}$ and its derivative is continuous where it exists.

Fredricks and Nelsen in [44] introduced diagonal copula $K_{\delta}$, given by

$$
K_{\delta}(u, v)=\min \left\{u, v, \frac{\delta(u)+\delta(v)}{2}\right\} .
$$

Notice that $u=\frac{1}{2}(\delta(u)+\delta(v))$ holds if and only if $v=h(u)$, so that

$$
K_{\delta}(u, v)= \begin{cases}u ; & v \geq h(u),  \tag{12}\\ \frac{\delta(u)+\delta(v)}{2} ; & v<h(u), u<h(v), \\ v ; & u \geq h(v)\end{cases}
$$

The following lemma simplifies the double integral of $K_{\delta}(u, v)$ over the unit square $\mathbb{I}^{2}$. The proof is given in Appendix.

Lemma 9. Let $\delta$ be a symmetric differentiable diagonal with continuous derivative that satisfies (10), $\alpha, g, h: \mathbb{I} \rightarrow \mathbb{I}$ auxiliary functions defined by (11), and $K_{\delta}$ diagonal copula. Then

$$
\int_{0}^{1} \delta^{-1}(u) d u=1-\alpha(1)
$$

and

$$
\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v=\frac{11}{6}-2 \alpha(1)-\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u
$$

Next proposition establishes the upper bound for the diagonal copula.
Proposition 10. Let $\delta$ be a symmetric differentiable diagonal with continuous derivative that satisfies (10) and $K_{\delta}$ diagonal copula. Then

$$
\rho\left(K_{\delta}\right) \leq 1-\frac{2}{3}\left(1-\phi\left(K_{\delta}\right)\right)^{2}
$$

Proof. We will first prove that

$$
\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v \leq 2 \alpha(1)-2 \alpha(1)^{2}-\frac{1}{6}
$$

By Lemma 9 we have

$$
\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v=\frac{11}{6}-2 \alpha(1)-\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u
$$

For the integral on the right we use Jensen's inequality, claiming that

$$
\int_{0}^{1} r(s(x)) d x \geq r\left(\int_{0}^{1} s(x) d x\right)
$$

where $s: \mathbb{I} \rightarrow A$ is nonnegative measurable function and $r: A \rightarrow \mathbb{R}$ is convex function. So

$$
\begin{aligned}
\int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u & \geq\left(\int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right) d u\right)^{2} \\
& =(1-\alpha(1)+1-\alpha(1))^{2}=4(1-\alpha(1))^{2}
\end{aligned}
$$

by Lemma 9, thus

$$
\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v \leq \frac{11}{6}-2 \alpha(1)-2(1-\alpha(1))^{2}=2 \alpha(1)-2 \alpha(1)^{2}-\frac{1}{6}
$$

Finally, to prove the bound for $\rho\left(K_{\delta}\right)$, we use (1) and (5)

$$
\begin{aligned}
\rho\left(K_{\delta}\right) & =12 \int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v-3 \\
& \leq 24 \alpha(1)-24 \alpha(1)^{2}-5 \\
& =24 \cdot \frac{\phi\left(K_{\delta}\right)+2}{6}-24\left(\frac{\phi\left(K_{\delta}\right)+2}{6}\right)^{2}-5 \\
& =1-\frac{2}{3}\left(1-\phi\left(K_{\delta}\right)\right)^{2}
\end{aligned}
$$

We can now prove the same bound for a general copula with arbitrary diagonal.
Theorem 11. For any copula $C$ we have

$$
\rho(C) \leq 1-\frac{2}{3}(1-\phi(C))^{2}
$$

Proof. If $C=M$ then $\rho(C)=\phi(C)=1$ and the inequality holds. So assume $C \neq M$ so that $\phi(C)<1$. Let $\varepsilon>0$ and $\varepsilon<\frac{1-\phi(C)}{6}$. By [19, Theorem 4.1.11] there exists an integer $n$ such that the Bernstein copula

$$
B_{n}^{C}(u, v)=\sum_{i, j=0}^{n} C\left(\frac{i}{n}, \frac{j}{n}\right)\binom{n}{i}\binom{n}{j} u^{i}(1-u)^{n-i} v^{j}(1-v)^{n-j}
$$



Fig. 6. The mass distribution (left) and the 3D graph (right) of the copula $C_{3}$ from Example 12.
differs from $C(u, v)$ by less than $\varepsilon$ uniformly. Similarly as in the proof of Theorem 8 we can take $A_{n}^{C}=\frac{1}{4}\left(B_{n}^{C}+\left(B_{n}^{C}\right)^{t}+\widehat{\left(B_{n}^{C}\right)}+\right.$
 This implies that $\delta_{n}$ is differentiable with continuous derivative and $\delta_{n}^{\prime}(u)=0$ or $\delta_{n}^{\prime}(u)=2$ for at most finitely many points $u \in \mathrm{I}$. Since $A_{n}^{C}$ is a doubly symmetric copula, $\delta_{n}$ is a symmetric diagonal. Furthermore, it follows from [43, Theorem 2 (iv)] that $A_{n}^{C}$ is bounded from above by the diagonal copula $K_{\delta_{n}}$. This together with Proposition 10 implies that

$$
\rho\left(A_{n}^{C}\right) \leq \rho\left(K_{\delta_{n}}\right) \leq 1-\frac{2}{3}\left(1-\phi\left(K_{\delta_{n}}\right)\right)^{2}=1-\frac{2}{3}\left(1-\phi\left(A_{n}^{C}\right)\right)^{2} .
$$

Similarly as in the proof of Theorem 8 we estimate

$$
\rho(C) \leq \rho\left(B_{n}^{C}\right)+12 \varepsilon=\rho\left(A_{n}^{C}\right)+12 \varepsilon \leq 1-\frac{2}{3}\left(1-\phi\left(A_{n}^{C}\right)\right)^{2}+12 \varepsilon=1-\frac{2}{3}\left(1-\phi\left(B_{n}^{C}\right)\right)^{2}+12 \varepsilon .
$$

Furthermore, $\phi\left(B_{n}^{C}\right) \leq \phi(C)+6 \varepsilon<1$ by our assumption for $\varepsilon$, hence

$$
\rho(C) \leq 1-\frac{2}{3}(1-\phi(C)-6 \varepsilon)^{2}+12 \varepsilon
$$

By sending $\varepsilon$ to 0 we obtain the desired bound.
Next example shows that for certain values of $\phi(C)$ the upper bound given in Theorem 11 is attained.
Let $\left\{\left(a_{k}, b_{k}\right), k=1,2, \ldots, n\right\}$ be a finite family of disjoint open subintervals of $\mathbb{I}$ and $\left\{B_{k}, k=1,2, \ldots, n\right\}$ a family of copulas. Then the ordinal sum $B$ of $\left\{B_{k}, k=1,2, \ldots, n\right\}$ with respect to $\left\{\left(a_{k}, b_{k}\right), k=1,2, \ldots, n\right\}$ is a copula defined by

$$
B(u, v)= \begin{cases}a_{k}+\left(b_{k}-a_{k}\right) B_{k}\left(\frac{u-a_{k}}{b_{k}-a_{k}}, \frac{v-a_{k}}{b_{k}-a_{k}}\right) ; & (u, v) \in\left[a_{k}, b_{k}\right]^{2}, k=1,2, \ldots, n \\ \min \{u, v\} ; & \text { otherwise }\end{cases}
$$

(see [17, Section 3.2.2]). The Spearman's rho of the ordinal sum $B$ equals

$$
\rho(B)=1-\sum_{k=1}^{n}\left(b_{k}-a_{k}\right)^{3}\left(1-\rho\left(B_{k}\right)\right)
$$

Example 12. Let $n$ be a positive integer and let $C_{n}$ be a shuffle of $M$

$$
C_{n}=M\left(2 n,\left(\frac{1}{2 n}, \frac{2}{2 n}, \ldots, \frac{2 n-1}{2 n}\right),(2,1,4,3, \ldots, 2 n, 2 n-1),(1,1, \ldots, 1)\right)
$$

The scatterplot and 3D graph of copula $C_{3}$ is shown in Fig. 6. We have

$$
\delta_{C_{n}}(u)= \begin{cases}\frac{2 k-2}{2 n} ; & u \in\left[\frac{2 k-2}{2 n}, \frac{2 k-1}{2 n}\right], k=1,2, \ldots, n, \\ 2 u-\frac{2 k}{2 n} ; & u \in\left[\frac{2 k-1}{2 n}, \frac{2 k}{2 n}\right], k=1,2, \ldots, n,\end{cases}
$$

so that

$$
\phi\left(C_{n}\right)=1-\frac{3}{2 n}
$$

The copula $C_{n}$ is an ordinal sum of $n$ copies of the copula $C_{1}$, each of them is of the size $\frac{1}{n}$. Since

$$
C_{1}(u, v)= \begin{cases}0 ; & 0 \leq u \leq \frac{1}{2}, 0 \leq v \leq \frac{1}{2} \\ u+v-1 ; & \frac{1}{2} \leq u \leq 1, \frac{1}{2} \leq v \leq 1 \\ v-\frac{1}{2} ; & 0 \leq u \leq \frac{1}{2}, \frac{1}{2} \leq v \leq u+\frac{1}{2} \\ u ; & \frac{1}{2} \leq u \leq 1, u+\frac{1}{2} \leq v \leq 1 \\ u-\frac{1}{2} ; & 0 \leq v \leq \frac{1}{2}, \frac{1}{2} \leq u \leq v+\frac{1}{2} \\ v ; & 0 \leq v \leq \frac{1}{2}, v+\frac{1}{2} \leq u \leq 1\end{cases}
$$

we have $\rho\left(C_{1}\right)=-\frac{1}{2}$ and

$$
\rho\left(C_{n}\right)=1-n \cdot \frac{1-\rho\left(C_{1}\right)}{n^{3}}=1-\frac{3}{2 n^{2}} .
$$

Notice that $\rho\left(C_{n}\right)=1-\frac{2}{3}\left(1-\phi\left(C_{n}\right)\right)^{2}$, so the point $\left(\phi\left(C_{n}\right), \rho\left(C_{n}\right)\right)$ lies on the curve $r=1-\frac{2}{3}(1-f)^{2}$.
In next proposition we show that there is no copula $C$, such that $\phi(C)=0$ and the point $(\phi(C), \rho(C))$ lies on the curve $r=1-\frac{2}{3}(1-f)^{2}$. A similar result could be obtained also for some other values of $\phi(C)$.

Proposition 13. Suppose that $\phi(C)=0$ for some copula $C \in \mathcal{C}$. Then $\rho(C)<\frac{1}{3}$.
Proof. We will actually prove that $\rho(C) \leq \frac{1}{3}-\frac{12}{1,000,000}$. Suppose that $\delta$ is a symmetric differentiable diagonal with continuous derivative that satisfies (10), $\alpha, g, h: \mathbb{I} \xrightarrow{\rightarrow}$ I auxiliary functions defined by (11), and $K_{\delta}$ diagonal copula. Furthermore suppose that $\phi\left(K_{\delta}\right)=0$, so that $\alpha(1)=\frac{1}{3}$. Let $\varepsilon=\frac{1}{100}$ and denote by $b=\delta\left(\frac{1}{3}-\varepsilon\right)$. We will first show that $b \geq \frac{1}{50}$. To this end we may assume that $b \leq \frac{1}{6}-2 \varepsilon$.

Since $\delta$ is increasing, we have $\delta(u) \leq b$ for any $u \leq \frac{1}{3}-\varepsilon$, and since it is 2-Lipschitz we have $\delta(u) \leq 2 u-\frac{2}{3}+2 \varepsilon+b$ for any $u \geq \frac{1}{3}-\varepsilon$. Since $\delta$ is a symmetric diagonal we have $\delta\left(\frac{2}{3}+\varepsilon\right)=b+\frac{1}{3}+2 \varepsilon$. We can derive similar estimates as above using the point $\frac{2}{3}+\varepsilon$. It follows that for any $u \in \mathbb{I}$

$$
\delta(u) \leq \delta_{1}(u)=\min \left\{u, \max \left\{b, 2 u-\frac{2}{3}+2 \varepsilon+b\right\}, \max \left\{b+\frac{1}{3}+2 \varepsilon, 2 u+b-1\right\}\right\}
$$

Since $b \leq \frac{1}{6}-2 \varepsilon$, we have

$$
\alpha(1)=\frac{1}{3} \leq \int_{0}^{1} \delta_{1}(u) d u=\frac{1}{36}\left(11+36 b-36 b^{2}+24 \varepsilon+72 \varepsilon^{2}\right)
$$

hence

$$
b \geq \frac{1}{2}-\frac{1}{3} \sqrt{2+6 \varepsilon+18 \varepsilon^{2}} \approx 0.0214 \geq \frac{1}{50}
$$

For any $u \leq \frac{1}{50}$ we now have

$$
\delta^{-1}(u) \leq \delta^{-1}\left(\frac{1}{50}\right) \leq \delta^{-1}(b)=\frac{1}{3}-\varepsilon
$$

and since $\delta^{-1}(1-u) \leq 1$ it follows that

$$
\frac{4}{3}-\delta^{-1}(u)-\delta^{-1}(1-u) \geq \varepsilon
$$

Thus

$$
\int_{0}^{1}\left(\frac{4}{3}-\delta^{-1}(u)-\delta^{-1}(1-u)\right)^{2} d u \geq \int_{0}^{1 / 50}\left(\frac{4}{3}-\delta^{-1}(u)-\delta^{-1}(1-u)\right)^{2} d u \geq \frac{1}{50} \varepsilon^{2}
$$

It follows that

$$
\begin{aligned}
\int_{0}^{1}\left(\delta^{-1}(u)+\delta^{-1}(1-u)\right)^{2} d u= & \int_{0}^{1}\left(\frac{4}{3}-\delta^{-1}(u)-\delta^{-1}(1-u)\right)^{2} d u \\
& +\frac{8}{3} \int_{0}^{1}\left(\delta^{-1}(u)+\delta^{-1}(1-u)\right) d u-\frac{16}{9} \\
\geq & \frac{1}{50} \varepsilon^{2}+\frac{16}{3}(1-\alpha(1))-\frac{16}{9} \\
= & \frac{1}{50} \varepsilon^{2}+\frac{16}{9}
\end{aligned}
$$



Fig. 7. The mass distribution (left) and the 3D graph (right) of the copula $K_{\delta_{a}}$ from Example 14.
by Lemma 9. Furthermore, by the same lemma we have

$$
\begin{aligned}
I & =\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v=\frac{11}{6}-2 \alpha(1)-\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u \\
& \leq \frac{11}{6}-\frac{2}{3}-\frac{1}{2}\left(\frac{1}{50} \varepsilon^{2}+\frac{16}{9}\right)=\frac{5}{18}-\frac{1}{100} \varepsilon^{2}
\end{aligned}
$$

It follows that

$$
\rho\left(K_{\delta}\right)=12 I-3 \leq \frac{1}{3}-\frac{12}{100} \varepsilon^{2}=\frac{1}{3}-\frac{12}{1,000,000} .
$$

Finally, a similar argument as in the proof of Theorem 11 shows that for any copula with $\phi(C)=0$ we have $\rho(C) \leq \frac{1}{3}-\frac{12}{1,000,000}$.

Nevertheless, for any value of $\phi(C)$ we can come close to the upper bound proved in Theorem 11 as the next example and proposition demonstrate.

Example 14. Let $a \in\left[\frac{1}{4}, \frac{1}{2}\right]$ and let $\delta_{a}$ be a diagonal

$$
\delta_{a}(u)= \begin{cases}0 ; & u \leq a, \\ u-a ; & a \leq u \leq 1-a, \\ 2 u-1 ; & 1-a \leq u \leq 1 .\end{cases}
$$

The diagonal copula belonging to $\delta_{a}$ is

$$
K_{\delta_{a}}(u, v)= \begin{cases}0 ; & 0 \leq u \leq a, 0 \leq v \leq a, \\ \frac{v-a}{2} ; & a \leq v \leq 1-a, \frac{v-a}{2} \leq u \leq a, \\ \frac{u-a}{2} ; & a \leq u \leq 1-a, \frac{u-a}{2} \leq v \leq a, \\ v-\frac{1}{2} ; & \frac{1}{2}-a \leq u \leq a, 1-a \leq v \leq u+\frac{1}{2}, \\ \frac{u-v}{2}-a ; & a \leq u \leq 1-a, a \leq v \leq 1-a, \\ u-\frac{1}{2} ; & \frac{1}{2}-a \leq v \leq a, 1-a \leq u \leq v+\frac{1}{2}, \\ \frac{u+2 v-a-1}{2} ; & a \leq u \leq 1-a, 1-a \leq v \leq \frac{u+a+1}{2}, \\ \frac{2 u+v-a-1}{2} ; & a \leq v \leq 1-a, 1-a \leq u \leq \frac{v+a+1}{2}, \\ u+v-1 ; & 1-a \leq u \leq 1,1-a \leq v \leq 1, \\ u ; & \min \left\{2 u+a, u+\frac{1}{2}, \frac{u+a+1}{2}\right\} \leq v \leq 1 \\ v ; & \min \left\{2 v+a, v+\frac{1}{2}, \frac{v+a+1}{2}\right\} \leq u \leq 1 .\end{cases}
$$

The scatterplot and the 3D graph of copula $K_{\delta_{a}}$ is shown in Fig. 7.
It follows that

$$
\phi\left(K_{\delta_{a}}\right)=6 a^{2}-6 a+1 \text { and } \rho\left(K_{\delta_{a}}\right)=8 a^{3}-6 a+\frac{3}{2},
$$

so that

$$
\rho\left(K_{\delta_{a}}\right)=-\frac{1}{2}+\left(1+2 \phi\left(K_{\delta_{a}}\right)\right)-\frac{\sqrt{3}}{9}\left(1+2 \phi\left(K_{\delta_{a}}\right)\right)^{3 / 2} .
$$

Note that $\phi\left(K_{\delta_{a}}\right) \in\left[-\frac{1}{2},-\frac{1}{8}\right]$ for $a \in\left[\frac{1}{4}, \frac{1}{2}\right]$. The point $\left(\phi\left(K_{\delta_{a}}\right), \rho\left(K_{\delta_{a}}\right)\right)$ lies strictly below the curve $r=1-\frac{2}{3}(1-f)^{2}$ for any $a \in\left[\frac{1}{4}, \frac{1}{2}\right)$.

Let $r:\left[-\frac{1}{2}, 1\right] \rightarrow[-1,1]$ be a function defined by

$$
r(x)= \begin{cases}2 x+\frac{1}{2}-\frac{\sqrt{3}}{9}(1+2 x)^{3 / 2} ; & x \in\left[-\frac{1}{2},-\frac{1}{8}\right],  \tag{13}\\ \frac{4}{3} x+\frac{7}{24} ; & x \in\left[-\frac{1}{8}, \frac{1}{4}\right], \\ \frac{2 n+1}{n^{2}+n} x+\frac{2 n^{2}-2 n+1}{2\left(n^{2}+n\right)} ; & x \in\left[1-\frac{3}{2 n}, 1-\frac{3}{2(n+1)}\right] \text { for } n=2,3, \ldots, \\ 1 ; & x=1 .\end{cases}
$$

Proposition 15. For any point $(x, r(x))$ on the graph of function $r$ there exist a copula $C$, such that $\phi(C)=x$ and $\rho(C)=r(x)$.
Proof. Example 14 shows that for $x \in\left[-\frac{1}{2},-\frac{1}{8}\right]$ any point on the graph of function $r$ is attained by copula $K_{\delta_{a}}$. Note that $r\left(1-\frac{3}{2 n}\right)=1-\frac{3}{2 n^{2}}$, so for $x=1-\frac{3}{2 n}$ the point on the graph of function $r$ is attained by copula $C_{n}$ from Example 12. In the interval $\left[-\frac{1}{8}, \frac{1}{4}\right]$ the points on the graph of function $r$ are attained by convex combinations of copulas $K_{\delta_{1 / 4}}$ and $C_{2}$ and in the intervals $\left[1-\frac{3}{2 n}, 1-\frac{3}{2(n+1)}\right]$ by convex combinations of copulas $C_{n}$ and $C_{n+1}$.

## 7. The exact region determined by $\phi$ and $\rho$

We can now collect our findings in the following theorem.
Theorem 16. The exact region determined by Spearman's rho and Spearman's footrule of all points $\left\{(\phi(C), \rho(C)) \in\left[-\frac{1}{2}, 1\right] \times\right.$ $[-1,1] ; C \in \mathcal{C}\}$ is given by

$$
\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}-1 \leq \rho(C) \leq s(\phi(C))
$$

where $s:\left[-\frac{1}{2}, 1\right] \rightarrow[-1,1]$ is a concave function satisfying

$$
r(x) \leq s(x) \leq 1-\frac{2}{3}(1-x)^{2}
$$

and $r$ is the function defined by (13).
Proof. The assertion follows directly from Theorems 8, 11, and Proposition 15. The function $s$ is concave since the exact region is convex.

Note that the role of $\phi$ and $\rho$ can be exchanged, so from the theorem one can derive the exact upper bound for $\phi(C)$ in terms of $\rho(C)$ and a tight estimate for the lower bound.

Fig. 8 shows the exact region determined by Spearman's rho and Spearman's footrule. The graph of function $r(x)$ is shown full, and the graph of function $1-\frac{2}{3}(1-x)^{2}$ is dashed. Note that the exact region determined by Spearman's footrule and Spearman's rho is similar in shape to the exact region determined by Sperman's rho and Kendall's tau, i.e., the upper bound seems to be a piecewise function with finer and finer pieces. However, the exact region determined by Sperman's rho and Kendall's tau is not convex while in our case the region is convex.

Our last proposition estimates $\kappa$-similarity measure $\kappa \operatorname{sm}(\phi, \rho)$.
Proposition 17. The ( $\phi, \rho$ )-similarity measure between Spearman's footrule and Spearman's rho satisfies

$$
0.65=\frac{13}{20} \leq \kappa \operatorname{sm}(\phi, \rho) \leq \frac{121}{64}-\frac{\pi^{2}}{8} \approx 0.6569
$$

Proof. We have

$$
\kappa \operatorname{sm}(\phi, \rho)=1-\frac{A(\phi, \rho)}{3}
$$

from the definition and

$$
A(\phi, \rho) \leq \int_{-1 / 2}^{1}\left(1-\frac{2}{3}(1-x)^{2}\right) d x-\int_{-1 / 2}^{1}\left(\frac{2}{9} \sqrt{3}(1+2 x)^{3 / 2}-1\right) d x=\frac{3}{4}+\frac{3}{10}=\frac{21}{20}
$$



Fig. 8. The exact region determined by Spearman's rho and Spearman's footrule.
so the lower bound follows. On the other hand,

$$
\begin{aligned}
A(\phi, \rho) \geq & \int_{-1 / 2}^{1} r(x) d x-\int_{-1 / 2}^{1}\left(\frac{2}{9} \sqrt{3}(1+2 x)^{3 / 2}-1\right) d x \\
= & \int_{-1 / 2}^{-1 / 8}\left(2 x+\frac{1}{2}-\frac{\sqrt{3}}{9}(1+2 x)^{3 / 2}\right) d x+\frac{9}{64} \\
& +\sum_{n=2}^{\infty} \frac{1}{2}\left(1-\frac{3}{2 n^{2}}+1-\frac{3}{2(n+1)^{2}}\right)\left(\frac{3}{2 n}-\frac{3}{2(n+1)}\right)+\frac{3}{10} \\
= & -\frac{21}{320}+\frac{9}{64}+\frac{3 \pi^{2}}{8}-\frac{195}{64}+\frac{3}{10}=\frac{3 \pi^{2}}{8}-\frac{171}{64}
\end{aligned}
$$

and the upper bound follows.
Note that the value $\kappa \operatorname{sm}(\rho, \phi) \approx 0.65<\kappa \operatorname{sm}(\rho, \tau)=0.7114$ suggests that on average the value of Spearman's footrule gives less information about the value of Spearman's rho than the value of Kendall's tau does.

## Data availability

No data was used for the research described in the article

## Appendix. Some proofs

## A.1. Proof of Lemma 3

Let us first prove (b). Note that

$$
u_{n-i}=\sum_{k=1}^{n-i}\left(u_{k}-u_{k-1}\right)=\sum_{k=1}^{n-i}\left(u_{n-k+1}-u_{n-k}\right)
$$

by (S4) in Definition 2. By introducing a new index $j=n-k+1$ we get

$$
u_{n-i}=\sum_{j=i+1}^{n}\left(u_{j}-u_{j-1}\right)=u_{n}-u_{i}=1-u_{i}
$$

The equality $u_{\frac{n}{2}}=\frac{1}{2}$ follows easily by taking $i=\frac{n}{2}$.

To prove (c) let $v_{0}=0$ and $v_{n}=1$ and let $v_{1}, v_{2}, \ldots, v_{n-1}$ be splitting points on the $v$-axis such that the mass of $C$ is concentrated on squares $J_{i} \times J_{\pi(i)}^{\pi^{-1}}=\left[u_{i-1}, u_{i}\right] \times\left[v_{\pi(i)-1} \times v_{\pi(i)}\right]$. This means that $v_{\pi(i)}-v_{\pi(i)-1}=u_{i}-u_{i-1}$ for all $i$, so that $v_{j}=v_{j-1}+u_{\pi^{-1}(j)}-u_{\pi^{-1}(j)-1}$. By induction it follows that

$$
v_{j}=\sum_{k=1}^{j}\left(u_{\pi^{-1}(k)}-u_{\pi^{-1}(k)-1}\right)
$$

Since $C$ is doubly symmetric shuffle of $M$ we have $\pi^{-1}=\pi$, hence

$$
v_{j}=\sum_{k=1}^{j}\left(u_{\pi(k)}-u_{\pi(k)-1}\right)=\sum_{k=1}^{j}\left(u_{k}-u_{k-1}\right)=u_{j}
$$

for all $j=1,2, \ldots, n-1$, where the second equation follows from (S4). Clearly also $v_{0}=u_{0}$ and $v_{n}=u_{n}$. This implies that $J_{\pi(i)}^{\pi^{-1}}=\left[v_{\pi(i)-1} \times v_{\pi(i)}\right]=\left[u_{\pi(i)-1} \times u_{\pi(i)}\right]=J_{\pi(i)}$ for all $i=1,2, \ldots, n$ and $V_{C}\left(J_{i} \times J_{\pi(i)}\right)=u_{i}-u_{i-1}$. Now $V_{C}\left(J_{\pi(i)} \times J_{i}\right)=u_{\pi(i)}-u_{\pi(i)-1}=u_{i}-u_{i-1}$ follows from the above and (S4). Similarly, we prove for the other two volumes which proves (c). Thus, to prove (a) it suffices to show that the set of squares $J_{i} \times J_{\pi(i)}$ with $\omega(i)=1$ is invariant under reflection with respect to both diagonals and the same holds for the set of squares $J_{i} \times J_{\pi(i)}$ with $\omega(i)=-1$. The reflection with respect to the main diagonal reflects the square $J_{i} \times J_{\pi(i)}=\left[u_{i-1}, u_{i}\right] \times\left[u_{\pi(i)-1}, u_{\pi(i)}\right]$ onto $\left[u_{\pi(i)-1}, u_{\pi(i)}\right] \times\left[u_{i-1}, u_{i}\right]=J_{\pi(i)} \times J_{i}=J_{i^{\prime}} \times J_{\pi\left(i^{\prime}\right)}$, where $i^{\prime}=\pi(i)$ by (S2). Since $\omega(i)=\omega(\pi(i))$ by (S3), the original and the reflected square have the same value of $\omega$. The reflection with respect to the opposite diagonal reflects the square $J_{i} \times J_{\pi(i)}=\left[u_{i-1}, u_{i}\right] \times\left[u_{\pi(i)-1}, u_{\pi(i)}\right]$ onto $\left[1-u_{\pi(i)}, 1-u_{\pi(i)-1}\right] \times\left[1-u_{i}, 1-u_{i-1}\right]=\left[u_{n-\pi(i)}, u_{n-\pi(i)+1}\right] \times\left[u_{n-i}, u_{n-i+1}\right]=$ $J_{n-\pi(i)+1} \times J_{n-i+1}$ by (b), and $J_{n-\pi(i)+1} \times J_{n-i+1}=J_{\pi(n-i+1)} \times J_{n-i+1}=J_{i^{\prime \prime}} \times J_{\pi\left(i^{\prime \prime}\right)}$ by (S2), where $i^{\prime \prime}=\pi(n-i+1)$. Since $\omega(i)=\omega(n-i+1)=\omega(\pi(n-i+1))=\omega\left(i^{\prime \prime}\right)$ by (S3), the original and the reflected square have the same value of $\omega$. This finishes the proof of (a).

## A.2. Proof of Lemma 4

Suppose $C$ is a doubly symmetric copula. Let $m$ be an even positive integer and $n=m^{2}$, so that $n$ is even as well. Let $J=\left\{J_{1}, J_{2}, \ldots, J_{n}\right\}$ be a partition of $\mathbb{I I}$ such that the intervals $J_{1}, J_{2}, \ldots, J_{n}$ are ordered from left to right and the length of $J_{i}$ is equal to $w_{i}=V_{C}\left(\left[\frac{k-1}{m}, \frac{k}{m}\right] \times\left[\frac{j-1}{m}, \frac{j}{m}\right]\right)$, where $i=m(j-1)+k, j=1,2, \ldots, m, k=1,2, \ldots, m$, and let $\pi \in S_{n}$ be a permutation given by $\pi(m(j-1)+k)=m(k-1)+j$ for all $j, k \in\{1,2, \ldots, m\}$. Finally, let $\omega$ be constantly equal to 1 . We claim that $C_{m}=M(n, J, \pi, \omega)$ is a doubly symmetric shuffle. For the rest of the proof we let $i=m(j-1)+k$, where $j, k \in\{1,2, \ldots, m\}$. Clearly, $\pi^{2}=$ id. Furthermore,

$$
\begin{aligned}
\pi(n-i+1) & =\pi\left(m^{2}-m(j-1)-k+1\right)=\pi(m(m-j)+(m-k+1)) \\
& =m(m-k)+(m-j+1)=m^{2}-m(k-1)-j+1=n-\pi(i)+1
\end{aligned}
$$

for all $i=1,2, \ldots, n$. Since copula $C$ is doubly symmetric, its mass is symmetric with respect to both diagonals. The symmetry with respect to the main diagonal implies

$$
\begin{equation*}
w_{i}=V_{C}\left(\left[\frac{k-1}{m}, \frac{k}{m}\right] \times\left[\frac{j-1}{m}, \frac{j}{m}\right]\right)=V_{C}\left(\left[\frac{j-1}{m}, \frac{j}{m}\right] \times\left[\frac{k-1}{m}, \frac{k}{m}\right]\right)=w_{m(k-1)+j}=w_{\pi(i)} \tag{14}
\end{equation*}
$$

for all $i \in\{1,2, \ldots, n\}$, while the symmetry with respect to the opposite diagonal implies

$$
\begin{align*}
w_{i} & =V_{C}\left(\left[\frac{k-1}{m}, \frac{k}{m}\right] \times\left[\frac{j-1}{m}, \frac{j}{m}\right]\right)=V_{C}\left(\left[1-\frac{j}{m}, 1-\frac{j-1}{m}\right] \times\left[1-\frac{k}{m}, 1-\frac{k-1}{m}\right]\right)  \tag{15}\\
& =V_{C}\left(\left[\frac{m-j}{m}, \frac{m-j+1}{m}\right] \times\left[\frac{m-k}{m}, \frac{m-k+1}{m}\right]\right)=w_{m(m-k)+m-j+1}=w_{m^{2}-m(k-1)-j+1}=w_{n-\pi(i)+1}
\end{align*}
$$

for all $i \in\{1,2, \ldots, n\}$. By definition of partition $J$, its splitting points are $u_{0}=0$ and $u_{i}=\sum_{k=1}^{i} w_{k}$ for all $i=1,2, \ldots, n$, where $u_{n}=\sum_{k=1}^{n} w_{k}=V_{C}(\mathbb{I} \times \mathbb{I})=1$. Together with equalities (14) and (15) this implies

$$
u_{i}-u_{i-1}=w_{i}=w_{\pi(i)}=u_{\pi(i)}-u_{\pi(i)-1}
$$

and

$$
u_{i}-u_{i-1}=w_{i}=w_{\pi(i)}=w_{n-\pi^{2}(i)+1}=w_{n-i+1}=u_{n-i+1}-u_{n-i} .
$$

We have thus shown that $C_{m}$ is a straight doubly symmetric shuffle of $M$. To finish the proof we note that as $m$ tends to $\infty$, the copula $C_{m}$ converges uniformly to $C$ as proved in [42, Theorem 3.1] (cf. also [17, §3.2.3]).

## A.3. Proof of Proposition 5

Let $\delta_{C}(u)=C(u, u)$ be the diagonal of $C$ and define

$$
\alpha_{C}(u)=\int_{0}^{u} \delta_{C}(t) d t
$$

Let $\phi(C)=p$ for some $p \in\left[-\frac{1}{2}, 1\right]$ and $u_{0}=\frac{1}{2}\left(1-\frac{1}{\sqrt{3}} \sqrt{2 p+1}\right) \in\left[0, \frac{1}{2}\right]$. We will prove that the following holds:
(a)

$$
C(u, v)= \begin{cases}\delta_{C}(u) ; & 0 \leq u \leq \frac{1}{2}, u \leq v \leq 1-u \\ \delta_{C}(v) ; & 0 \leq v \leq \frac{1}{2}, v \leq u \leq 1-v \\ \delta_{C}(u)+v-u ; & \frac{1}{2} \leq u \leq 1,1-u \leq v \leq u \\ \delta_{C}(v)+u-v ; & \frac{1}{2} \leq v \leq 1,1-v \leq u \leq v\end{cases}
$$

and in particular $C=C^{t}$.
(b)

$$
\int_{0}^{1} \int_{0}^{1} C(u, v) d u d v=4 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u-4 \int_{\frac{1}{2}}^{1} \alpha_{C}(u) d u+2 \alpha_{C}(1)-\frac{1}{6}
$$

(c) The function $\delta_{C}$ is increasing and 1-Lipschitz on the interval $\left[0, \frac{1}{2}\right]$.
(d) For every $u \in\left[0, \frac{1}{2}\right]$ we have

$$
\delta_{C}(1-u)=1-2 u+\delta_{C}(u)
$$

and in particular, $C=\widehat{C}$.
(e) For every $u \in\left[0, \frac{1}{2}\right]$ we have

$$
\alpha_{C}(1-u)=2 \alpha_{C}\left(\frac{1}{2}\right)-\alpha_{C}(u)+\frac{(1-2 u)^{2}}{4}
$$

(f) $\alpha_{C}(1)=\frac{p+2}{6}$ and $\alpha_{C}\left(\frac{1}{2}\right)=\frac{2 p+1}{24}$.
(g)

$$
\int_{0}^{1} \int_{0}^{1} C(u, v) d u d v=8 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u+\frac{1}{6}
$$

(h) For every $u \in\left[0, \frac{1}{2}\right]$ we have

$$
\alpha_{C}(u) \geq \alpha_{0}(u):= \begin{cases}0 ; & 0 \leq u \leq u_{0} \\ \frac{1}{2}\left(u-u_{0}\right)^{2} ; & u_{0}<u \leq \frac{1}{2}\end{cases}
$$

From the condition $P(U=V)+P(U=1-V)=1$ it follows

$$
\begin{array}{ll}
P\left(U \leq \frac{1}{2}, U<V<1-U\right)=0, & P\left(U \geq \frac{1}{2}, 1-U<V<U\right)=0 \\
P\left(Y \leq \frac{1}{2}, V<U<1-V\right)=0, & P\left(Y \geq \frac{1}{2}, 1-V<U<V\right)=0
\end{array}
$$

If $u \in\left[0, \frac{1}{2}\right]$ we have for any $v \in[u, 1-u]$ that $C(u, v)=C(u, u)=\delta_{C}(u)$. If $u \in\left[\frac{1}{2}, 1\right]$ we have for any $v \in[1-u$, $u]$ that $C(u, v)=C(u, u)+v-u=\delta_{C}(u)+v-u$. Similar equalities hold if we interchange the roles of $u$ and $v$, so the copula $C$ is symmetric, which proves (a).

To prove (b) we compute

$$
\begin{aligned}
\int_{0}^{1} \int_{0}^{1} C(u, v) d u d v & =2 \int_{0}^{\frac{1}{2}}\left(\int_{u}^{1-u} C(u, v) d v\right) d u+2 \int_{\frac{1}{2}}^{1}\left(\int_{1-u}^{u} C(u, v) d v\right) d u \\
& =2 \int_{0}^{\frac{1}{2}}\left(\int_{u}^{1-u} \delta_{C}(u) d v\right) d u+2 \int_{\frac{1}{2}}^{1}\left(\int_{1-u}^{u}\left(\delta_{C}(u)+v-u\right) d v\right) d u \\
& =2 \int_{0}^{\frac{1}{2}} \delta_{C}(u)(1-2 u) d u+2 \int_{\frac{1}{2}}^{1} \delta_{C}(u)(2 u-1) d u-\frac{1}{6} \\
& =2 \alpha_{C}\left(\frac{1}{2}\right)-4 \int_{0}^{\frac{1}{2}} u \delta_{C}(u) d u-2 \alpha_{C}(1)+2 \alpha_{C}\left(\frac{1}{2}\right)+4 \int_{\frac{1}{2}}^{1} u \delta_{C}(u) d u-\frac{1}{6}
\end{aligned}
$$

Using integration by parts we obtain

$$
\int_{0}^{\frac{1}{2}} u \delta_{C}(u) d u=\frac{1}{2} \alpha_{C}\left(\frac{1}{2}\right)-\int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u
$$

and

$$
\int_{\frac{1}{2}}^{1} u \delta_{C}(u) d u=\alpha_{C}(1)-\frac{1}{2} \alpha_{C}\left(\frac{1}{2}\right)-\int_{\frac{1}{2}}^{1} \alpha_{C}(u) d u
$$

Plugging into the previous equation we obtain (b).
The diagonal of a copula is obviously increasing, so to prove (c) suppose $0 \leq u \leq v \leq \frac{1}{2}$. Since $C(u, v)=\delta_{C}(u)$ in this case, we have $\delta_{C}(v)-\delta_{C}(u)=C(v, v)-C(u, v) \leq v-u$. If $u \in\left[0, \frac{1}{2}\right]$ we obtain $\delta_{C}(1-u)=1-2 u+\delta_{C}(u)$ from $C(1-u, 1-u)=C(1-u, u)+1-2 u=C(u, u)+1-2 u$. If $u \in\left[0, \frac{1}{2}\right]$ and $v \in[u, 1-u]$, we have

$$
\begin{aligned}
\widehat{C}(u, v) & =u+v-1+C(1-u, 1-v)=u+v-1+\delta_{C}(1-u)+(1-v)-(1-u) \\
& =\delta_{C}(1-u)-1+2 u=\delta_{C}(u)=C(u, v)
\end{aligned}
$$

Similarly other cases are treated to prove (d).
To prove (e) assume $u \in\left[0, \frac{1}{2}\right]$ and compute

$$
\begin{aligned}
\alpha_{C}(1-u) & =\int_{0}^{1-u} \delta_{C}(t) d t=\alpha_{C}\left(\frac{1}{2}\right)+\int_{\frac{1}{2}}^{1-u} \delta_{C}(t) d t=\alpha_{C}\left(\frac{1}{2}\right)+\int_{\frac{1}{2}}^{1-u}\left(2 t-1+\delta_{C}(1-t)\right) d t \\
& =\alpha_{C}\left(\frac{1}{2}\right)+\frac{(1-2 u)^{2}}{4}+\int_{\frac{1}{2}}^{1-u} \delta_{C}(1-t) d t=\alpha_{C}\left(\frac{1}{2}\right)+\frac{(1-2 u)^{2}}{4}-\int_{\frac{1}{2}}^{u} \delta_{C}(t) d t \\
& =2 \alpha_{C}\left(\frac{1}{2}\right)+\frac{(1-2 u)^{2}}{4}-\int_{0}^{u} \delta_{C}(t) d t=2 \alpha_{C}\left(\frac{1}{2}\right)+\frac{(1-2 u)^{2}}{4}-\alpha_{C}(u) .
\end{aligned}
$$

The property $\alpha_{C}(1)=\frac{p+2}{6}$ is immediate from the definitions of $\phi(C)$ and $\alpha_{C}$, and we get $\alpha_{C}\left(\frac{1}{2}\right)=\frac{2 p+1}{24}$ by plugging $u=0$ into (e).

To prove (g) we apply (e) and (b):

$$
\begin{aligned}
\int_{0}^{1} \int_{0}^{1} C(u, v) d u d v & =4 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u-4 \int_{\frac{1}{2}}^{1} \alpha_{C}(u) d u+2 \alpha_{C}(1)-\frac{1}{6} \\
& =4 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u-4 \int_{\frac{1}{2}}^{1}\left(2 \alpha_{C}\left(\frac{1}{2}\right)-\alpha_{C}(1-u)+\frac{(1-2 u)^{2}}{4}\right) d u+2 \alpha_{C}(1)-\frac{1}{6} \\
& =4 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u+4 \int_{\frac{1}{2}}^{1} \alpha_{C}(1-u) d u-4 \alpha_{C}\left(\frac{1}{2}\right)+2 \alpha_{C}(1)-\frac{1}{3} \\
& =8 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u-4 \alpha_{C}\left(\frac{1}{2}\right)+2\left(2 \alpha_{C}\left(\frac{1}{2}\right)+\frac{1}{4}\right)-\frac{1}{3} \\
& =8 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u+\frac{1}{6}
\end{aligned}
$$

We will prove (h) by contradiction. First notice that $\alpha_{C}(u) \geq 0$ and $\alpha_{C}\left(\frac{1}{2}\right)=\alpha_{0}\left(\frac{1}{2}\right)=\frac{2 p+1}{24}$ by the definition of $u_{0}$. So suppose that $\alpha_{C}\left(u_{1}\right)<\alpha_{0}\left(u_{1}\right)=\frac{1}{2}\left(u_{1}-u_{0}\right)^{2}$ for some $u_{1} \in\left(u_{0}, \frac{1}{2}\right)$. We will first prove that $\delta_{1}:=\delta_{C}\left(u_{1}\right)<u_{1}-u_{0}$. Since $\delta_{C}$ is 1 -Lipschitz, we have for every $t \in\left[u_{0}, u_{1}\right]$ that $\delta_{C}(t) \geq \delta_{1}+t-u_{1}$. Thus

$$
\alpha_{C}\left(u_{1}\right)=\int_{0}^{u_{1}} \delta_{C}(t) d t \geq \int_{u_{0}}^{u_{1}} \delta_{C}(t) d t \geq \int_{u_{0}}^{u_{1}}\left(\delta_{1}+t-u_{1}\right) d t=\delta_{1}\left(u_{1}-u_{0}\right)-\frac{1}{2}\left(u_{1}-u_{0}\right)^{2}
$$

and

$$
\delta_{1} \leq \frac{\alpha_{C}\left(u_{1}\right)+\frac{1}{2}\left(u_{1}-u_{0}\right)^{2}}{u_{1}-u_{0}}<\frac{\frac{1}{2}\left(u_{1}-u_{0}\right)^{2}+\frac{1}{2}\left(u_{1}-u_{0}\right)^{2}}{u_{1}-u_{0}}=u_{1}-u_{0}
$$

Now we have for every $t \in\left[u_{1}, \frac{1}{2}\right]$ that $\delta_{C}(t) \leq \delta_{1}+t-u_{1}<t-u_{0}$. Hence

$$
\begin{aligned}
\alpha_{C}\left(\frac{1}{2}\right) & =\alpha_{C}\left(u_{1}\right)+\int_{u_{1}}^{\frac{1}{2}} \delta_{C}(t) d t \\
& <\alpha_{C}\left(u_{1}\right)+\int_{u_{1}}^{\frac{1}{2}}\left(t-u_{0}\right) d t
\end{aligned}
$$

$$
\begin{aligned}
& =\alpha_{C}\left(u_{1}\right)+\frac{1}{8}-\frac{1}{2} u_{1}^{2}-\frac{1}{2} u_{0}\left(1-2 u_{1}\right) \\
& <\frac{1}{2}\left(u_{1}-u_{0}\right)^{2}+\frac{1}{8}-\frac{1}{2} u_{1}^{2}-\frac{1}{2} u_{0}\left(1-2 u_{1}\right) \\
& =\frac{1}{2}\left(\frac{1}{2}-u_{0}\right)^{2}=\alpha_{0}\left(\frac{1}{2}\right)
\end{aligned}
$$

a contradiction.
Finally, using the definition of $\rho$, (g), and (h), we have

$$
\begin{aligned}
\rho(C) & =12 \int_{0}^{1} \int_{0}^{1} C(u, v) d u d v-3=96 \int_{0}^{\frac{1}{2}} \alpha_{C}(u) d u-1 \\
& \geq 96 \int_{0}^{\frac{1}{2}} \alpha_{0}(u) d u-1=48 \int_{u_{0}}^{\frac{1}{2}}\left(u-u_{0}\right)^{2} d u-1 \\
& =2\left(1-2 u_{0}\right)^{3}-1=\frac{2}{9} \sqrt{3}(1+2 p)^{3 / 2}-1=\frac{2}{9} \sqrt{3}(1+2 \phi(C))^{3 / 2}-1
\end{aligned}
$$

## A.4. Proof of Lemma 9

We will prove the following:
(a)

$$
g^{-1}(u)=1-\delta^{-1}(1-u) \quad \text { for all } u \in \mathbb{I}
$$

(b)

$$
\int_{0}^{1} u \delta(u) d u=\frac{1}{2} \alpha(1)+\frac{1}{12} .
$$

(c)

$$
\int_{0}^{1} \alpha(u) d u=\frac{1}{2} \alpha(1)-\frac{1}{12} .
$$

(d)

$$
\int_{0}^{1} \delta^{-1}(u) d u=1-\alpha(1)
$$

(e)

$$
\int_{0}^{1}\left(\delta^{-1}(u)\right)^{2} d u=\frac{5}{6}-\alpha(1)
$$

(f)

$$
\int_{0}^{1} \alpha(h(u)) d u=\alpha(1)-1+\int_{0}^{1}\left(4 u-\delta(u)-u \delta^{\prime}(u)\right) h(u) d u
$$

(g)

$$
\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v=\int_{0}^{1} g^{-1}(u) \delta^{-1}(u) d u
$$

(h)

$$
\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v=\frac{11}{6}-2 \alpha(1)-\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u
$$

We first compute

$$
\begin{aligned}
g\left(1-\delta^{-1}(1-u)\right) & =2\left(1-\delta^{-1}(1-u)\right)-\delta\left(1-\delta^{-1}(1-u)\right) \\
& =2-2 \delta^{-1}(1-u)-\left(1-2 \delta^{-1}(1-u)+\delta\left(\delta^{-1}(1-u)\right)\right)
\end{aligned}
$$

by equality (9), so that

$$
g\left(1-\delta^{-1}(1-u)\right)=2-2 \delta^{-1}(1-u)-1+2 \delta^{-1}(1-u)-(1-u)=u
$$

which proves (a).

Next we use equality (9) in the integral

$$
\int_{0}^{1} u \delta(u) d u=\int_{0}^{1} u(2 u-1+\delta(1-u)) d u=\frac{1}{6}+\int_{0}^{1} u \delta(1-u) d u
$$

We introduce a new variable $t=1-u$ to get

$$
\begin{aligned}
\int_{0}^{1} u \delta(u) d u & =\frac{1}{6}+\int_{1}^{0}(1-t) \delta(t)(-d t)=\frac{1}{6}+\int_{0}^{1} \delta(t) d t-\int_{0}^{1} t \delta(t) d t \\
& =\frac{1}{6}+\alpha(1)-\int_{0}^{1} u \delta(u) d u
\end{aligned}
$$

We express the integral from the obtained equation to get (b).
To prove (c) we integrate by parts and use (b)

$$
\int_{0}^{1} \alpha(u) d u=\left.u \alpha(u)\right|_{0} ^{1}-\int_{0}^{1} u \delta(u) d u=\alpha(1)-\left(\frac{1}{2} \alpha(1)+\frac{1}{12}\right)=\frac{1}{2} \alpha(1)-\frac{1}{12}
$$

To prove (d) we first introduce a new variable by $u=\delta(t)$ in the integral and then integrate by parts

$$
\int_{0}^{1} \delta^{-1}(u) d u=\int_{0}^{1} t \delta^{\prime}(t) d t=\left.t \delta(t)\right|_{0} ^{1}-\int_{0}^{1} \delta(t) d t=1-\alpha(1)
$$

In a similar way we prove (e), in the final step we use (b)

$$
\int_{0}^{1}\left(\delta^{-1}(u)\right)^{2} d u=\int_{0}^{1} t^{2} \delta^{\prime}(t) d t=\left.t^{2} \delta(t)\right|_{0} ^{1}-\int_{0}^{1} 2 t \delta(t) d t=1-2\left(\frac{1}{2} \alpha(1)+\frac{1}{12}\right)=\frac{5}{6}-\alpha(1)
$$

To prove (f) we integrate by parts twice

$$
\begin{aligned}
\int_{0}^{1} \alpha(h(u)) d u & =\left.u \alpha(h(u))\right|_{0} ^{1}-\int_{0}^{1} u \alpha^{\prime}(h(u)) h^{\prime}(u) d u=\alpha(1)-\int_{0}^{1} u g(u) h^{\prime}(u) d u \\
& =\alpha(1)-\left.u g(u) h(u)\right|_{0} ^{1}+\int_{0}^{1}\left(g(u)+u g^{\prime}(u)\right) h(u) d u \\
& =\alpha(1)-1+\int_{0}^{1}\left(4 u-\delta(u)-u \delta^{\prime}(u)\right) h(u) d u
\end{aligned}
$$

To prove (g) we first use the symmetry of copula $K_{\delta}$ and then Eq. (12)

$$
\begin{aligned}
I & =\int_{0}^{1} \int_{0}^{1} K_{\delta}(u, v) d u d v=2 \int_{0}^{1}\left(\int_{u}^{1} K_{\delta}(u, v) d v\right) d u \\
& =2 \int_{0}^{1}\left(\int_{u}^{h(u)} \frac{\delta(u)+\delta(v)}{2} d v+\int_{h(u)}^{1} u d v\right) d u \\
& =\int_{0}^{1}(\delta(u)(h(u)-u)+\alpha(h(u))-\alpha(u)) d u+2 \int_{0}^{1} u(1-h(u)) d u \\
& =\int_{0}^{1} \delta(u) h(u) d u-\int_{0}^{1} u \delta(u) d u+\int_{0}^{1} \alpha(h(u)) d u-\int_{0}^{1} \alpha(u) d u-\int_{0}^{1} 2 u h(u) d u+1
\end{aligned}
$$

Next we use (b), (c), and (f) to get

$$
\begin{aligned}
I= & \int_{0}^{1} \delta(u) h(u) d u-\left(\frac{1}{2} \alpha(1)+\frac{1}{12}\right)+\alpha(1)-1+\int_{0}^{1}\left(4 u-\delta(u)-u \delta^{\prime}(u)\right) h(u) d u \\
& -\left(\frac{1}{2} \alpha(1)-\frac{1}{12}\right)-\int_{0}^{1} 2 u h(u) d u+1 \\
= & \int_{0}^{1}\left(2 u-u \delta^{\prime}(u)\right) h(u) d u=\int_{0}^{1} u g^{\prime}(u) h(u) d u .
\end{aligned}
$$

Finally, we introduce a new variable $t=g(u)$ to get

$$
I=\int_{0}^{1} g^{-1}(t) h\left(g^{-1}(t)\right) d t=\int_{0}^{1} g^{-1}(t) \delta^{-1}(t) d t
$$

To prove (h) we first use (g), (a), and (d) to get

$$
\begin{aligned}
I & =\int_{0}^{1} g^{-1}(u) \delta^{-1}(u) d u=\int_{0}^{1}\left(1-\delta^{-1}(1-u)\right) \delta^{-1}(u) d u \\
& =1-\alpha(1)-\int_{0}^{1} \delta^{-1}(1-u) \delta^{-1}(u) d u
\end{aligned}
$$

## Now

$$
\delta^{-1}(1-u) \delta^{-1}(u)=\frac{1}{2}\left(\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2}-\left(\delta^{-1}(1-u)\right)^{2}-\left(\delta^{-1}(u)\right)^{2}\right)
$$

thus

$$
\begin{aligned}
I & =1-\alpha(1)-\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u+\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)\right)^{2} d u+\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(u)\right)^{2} d u \\
& =1-\alpha(1)-\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u+\frac{1}{2}\left(\frac{5}{6}-\alpha(1)\right)+\frac{1}{2}\left(\frac{5}{6}-\alpha(1)\right) \\
& =\frac{11}{6}-2 \alpha(1)-\frac{1}{2} \int_{0}^{1}\left(\delta^{-1}(1-u)+\delta^{-1}(u)\right)^{2} d u
\end{aligned}
$$

by (e).
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